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Abstract. We prove that the Lyapunov exponents of random products in
a (real or complex) matrix group depends continuously on the matrix coeffi-
cients and probability weights. More generally, the Lyapunov exponents of the
random product defined by any compactly supported probability distribution
on GLpdq vary continuously with the distribution, in a natural topology cor-
responding to weak˚-closeness of the distributions and Hausdorff-closeness of
their supports.
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Part I. Lyapunov exponents and random walks

1. Introduction

Lyapunov exponents. The notion of Lyapunov exponents is rooted in the sta-
bility theory of differential equations created by Lyapunov [52] at the end of the
19th century. Consider a differential equation

(1.1) x1 “ Lptqx`Rpt, xq,
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where Lptq : Rd Ñ R
d is linear and Rpt, ¨q is a perturbation of order greater than

1. The Lyapunov exponent function v ÞÑ λpvq is defined by

(1.2) λpvq “ lim sup
tÑ8

1

t
log }xvptq}

where xv is the solution of the linear equation x1 “ Lptqx with initial condition
v. When λ ă 0 the constant solution x0ptq ” 0 is exponentially stable for this
linear equation. The stability theorem of Lyapunov asserts that, under a technical
Lyapunov regularity condition, it remains exponentially stable for (1.1).

In 1960, Furstenberg, Kesten [41] proved that the limit in (1.2) exists for almost
every x, relative to any probability measure invariant under the flow. A few years
later, Oseledets [56] showed that Lyapunov regularity also holds for almost every
point. Such results brought the subject of Lyapunov exponents to the realm of
ergodic theory, where it has prospered since. Three main problems have a central
role in the theory.

The first one is non-triviality of the Lyapunov spectrum: when is it the case that
not all Lyapunov exponents are equal? This was founded by Furstenberg [40] in the
1960s and has been much studied since, especially in the last couple of decades or
so. See Viana [65] and references therein. A product of this theory much exploited
recently is the Invariance Principle [51, 20, 7, 5], a general statement to the effect
that systems with trivial Lyapunov spectra are very rigid.

A related issue is that of simplicity of the Lyapunov spectrum: when are all the
Lyapunov exponents distinct, with multiplicity 1? This was initiated by Guivarc’h
and Raugi [46] and by Gol’dsheid and Margulis [45], and has also been the ob-
ject of considerable interest in recent years. See [65] for references and a detailed
discussion. An application was the proof of the Zorich–Kontsevich conjecture on
the Lyapunov spectrum of the Teichmüller flow on the moduli space of Abelian
differentials [6].

Continuity theorem. In the present paper we are mostly concerned with the
dependence problem: how do the Lyapunov exponents depend on their underlying
system? Several references to the literature on this problem will be given in a while.
Right now, the following special case of our main result illustrates the kind of goals
we pursue here.

Let pA1, . . . , Amq be an m-uple of matrices in G “ GLpRdq and pp1, . . . , pmq
be an element of the open simplex ∆m of dimension m ´ 1, that is, an m-uple of
numbers pi P p0, 1q such that

řm
i“1 pi “ 1. Let ν be the probability measure on G

given by

ν “
mÿ
i“1

piδAi

where δA denotes the Dirac mass at any A P G. Let λ1 ě ¨ ¨ ¨ ě λd be the Lyapunov
exponents of the random matrix product induced by ν (definitions will appear in
Section 2). We prove:

Theorem A. For each 1 ď j ď n, the number λj depends continuously on the Ai

and the pi at every point of the domain Gm ˆ∆m.

The 2-dimensional case of Theorem A has been proved by Bocker and Viana [18].
A different proof of that case that introduces a few of the ideas in this paper ap-
peared in Chapter 10 of the book [65]. Kifer [50] observed the Lyapunov exponents
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may actually jump when some weight pi goes to zero, and that is why ∆m is taken
to be an open simplex.

A crucial point in Theorem A is that the conclusion holds even at reducible
points, that is, when the matrices A1, . . . , An share one or more invariant proper
subspaces. Indeed, continuity of the Lyapunov exponents at irreducible points had
already been proved in the 1980s, independently, by Furstenberg and Kifer [42] and
by Hennion [47]. As often happens in this field, the reducible case is a lot more
subtle, requiring a whole different set of ideas.

Our approach relies on a quantitative analysis of the random walk

x ÞÑ gx, g P G a random variable with distribution ν,

defined on the projective space P “ PpRdq by the probability measure ν. By
Furstenberg and Kifer [42], discontinuity of the Lyapunov exponents can only occur
if there is some proper subspace invariant under all the matrices and containing all
the “most contracting” directions for the cocycle (see Section 3 for the precise
statement).

In a nutshell, we prove that if such an invariant subspace E (the “equator”) does
exist, typical trajectories of nearby generic random walks spend very little time in
its vicinity, rendering the presence of the equator effectively harmless. A bit more
precisely, we consider generic distributions νk converging to ν as k Ñ 8, and we
show that the stationary measures ηk for the corresponding random walks cannot
accumulate on the equator: any limit point η8 as k Ñ 8 (which is automatically
a stationary measure for ν) must satisfy η8pEq “ 0. These notions and their basic
properties will also be recalled in Section 3.

Margulis functions. The key technical tool to do this is the concept of Mar-
gulis function. Such functions have been introduced to the dynamics literature by
Margulis in [32]. (In the probability setting, a Margulis function is also called a
Foster-Lyapunov (or drift) function, and has been used extensively. See the book
[55] for further references.)

In a few words, Φ : X Ñ r0,8s is a (multiplicative) Margulis function for a
Markov operator T on some space X , relative to a set Y Ă X , if Φ ” 8 on Y and
there exist constants c ă 1 and b ă 8 satisfying

(1.3) T Φpxq ď cΦpxq ` b for all x P X .

The distinctive feature implied by this inequality is that T Φpxq is much smaller than
Φpxq near Y , even if it may be somewhat bigger on other parts of X . Such functions
have been used, for example, in [34, 31, 33, 1, 2, 24, 35, 14, 30, 3, 49, 53, 12, 43, 44]
and [65, Chapter 10]. For a fairly recent survey on this topic see [38].

Nevertheless, our application of Margulis functions in the present setting comes
with a number of novelties. To begin with, we need a different kind of Margulis
function, which we introduce here: given a partition pA,Bq of the space X , Φ is an
(additive) Margulis function if there exist positive constants κA and κB such that

(1.4)
T Ψpxq ď Ψpxq ´ κA for every x P A
T Ψpxq ď Ψpxq ` κB for every x P B.

If Φ is a multiplicative Margulis function then logΦ is an additive Margulis
function relative to a suitable partition pA,Bq (see Remark 6.22). On the other
hand, it is not true that if Ψ is an additive Margulis function then expΨ is a
multiplicative one. That is because the inequality (1.3) is very sensitive to the
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“worst case” behavior of Ψ, whereas (1.4) depend more on the “average case”
behavior. For this reason, it is often much easier to construct an additive Margulis
function than a multiplicative one. In fact, we do not know how to construct a
useful multiplicative Margulis function in our setting beyond the case d “ 2 (see
[65, Chapter 10] and [53]).

Another point worth emphasizing is that in all the previous constructions (apart
from [53, 65, 12]), the dynamical system is fixed. Instead, in the present paper
we try to make the same Margulis function work for a whole family of dynamical
systems, which have very different behaviors near the equator. This introduces
quite a lot of new issues. Furthermore, the dynamical behavior near the equator
is totally different from the behavior in other parts of phase-space. Thus, we need
to carry out a localized analysis of the random walk, which is another important
source of difficulties.

Further perspectives. Random products of matrices may be represented as a
special kind of linear cocycle

F :M ˆ R
d ÑM ˆ R

d, F px, vq “ pfpxq, Apxqvq
where the base dynamics f : M Ñ M is a shift map fppxnqnq “ pxn`1qn endowed
with a Bernoulli measure, and the cocycle function A depends only on the coor-
dinate x0. The dependence problem extends naturally to this general setting of
linear cocyles: usually one takes the base dynamics f and the corresponding invari-
ant probability measure µ to be fixed, and one is interested in understanding how
the Lyapunov exponents depend on A.

A natural step is to try and allow for much more general cocycle functions A.
For reasons that we will soon discuss, it is convenient to assume some regularity,
like Hölder continuity. Moreover, essentially all known results assume the cocycle
to satisfy a kind of quasi-conformality condition called fiber-bunching (see [20, 7])
which also involves Hölder continuity.

Another natural way to broaden the scope of the theory is to weaken the assump-
tions on the base dynamics, to consider general dynamical systems more general
than shift maps, as well as invariant measures satisfying much milder indepen-
dence conditions. In this latter direction, Theorem A has been extended to Markov
products of 2-dimensional matrices by Malheiro and Viana [53].

For Hölder cocycles, Backes, Brown and Butler [12] extended the 2-dimensional
case of Theorem A to general fiber-bunched cocycles whose base transformation f
is a hyperbolic homeomorphism on a compact metric space (in the sense of [64])
and whose invariant probability measure has local product structure (see [20, 64]), a
mild requirement meaning, roughly speaking, that the future depends only weakly
on the past. In fact, their statement extends to the class of linear cocycles with
invariant holonomies. Both versions had been conjectured in [65, Section 10.6].

Another interesting path to possibly generate further progress is to consider
linear cocycles over partially hyperbolic diffeomorphisms, volume-preserving or not.
Groundwork in this direction has been laid in [5] and some continuity results have
been derived in [7]. See also Avila, Viana and Wilkinson [8, 9], and Poletti and
Viana [59].

The need for some regularity of the cocycle function is highlighted by the follow-
ing result of Bochi [15]: if the system pf, µq is aperiodic, d “ 2, and the linear cocycle
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is continuous and not uniformly hyperbolic, then it may be C0-approximated by lin-
ear cocycles with trivial Lyapunov spectra (the two Lyapunov exponents are equal).
Thus, continuity can only hold at cocycles which either are uniformly hyperbolic
or have trivial spectra.

In fact, the same is true restricted to the class of derivative cocycles of area-
preserving surface diffemorphisms, a much harder fact which was discovered by
Mañé [54] and whose proof was completed by Bochi [15]. These results have been
extended to arbitrary dimensions by Bochi and Viana [17, 16]. They are generally
not true for cocycles over non-invertible maps, even in the SLpR2q case, according
to Viana and Yang [66].

On the other hand, the actual relevance of the fiber-bunching condition in this
context is presently not entirely clear, indeed this remains one of the outstanding
open questions in this area. Examples of discontinuity of the Lyapunov exponents
for Hölder continuous linear cocycles which are not fiber-bunched have been found
in [65, Section 9.3] and Butler [25].

We have restricted our attention to matrix groups, for good reason. While the
basic concepts discussed here (such as Lyapunov exponents, Oseledets regularity,
etc.) extend to the more general setting of all (not necessarily invertible) matrices,
there is no hope to obtain any general regularity result for Lyapunov exponents in
this more general setting.

To explain why, let us consider the Lyapunov exponents of the random product
of two real matrices A1 and A2, with probability weights p1 “ p2 “ 1{2. The
Lyapunov exponents are well defined, but the bottom one is equal to ´8 if one of
the matrices is not invertible. Moreover, if some finite matrix product involving A1

and A2 is zero then the top Lyapunov exponent is ´8 as well.
For instance, let Lpθq denote the top Lyapunov exponent for

A1 “
ˆ
1 0
0 0

˙
and A2 “

ˆ
cos 2πθ ´ sin 2πθ
sin 2πθ cos 2πθ

˙
,

viewed as a function of θ P R. For θ “ p{4q with p odd and q a non-zero integer, we
have that A1A

q
2A1 “ 0, and so Lpθq “ ´8. By an upper semi-continuity argument,

it follows that Lpθq “ ´8 for Baire-generic θ. In fact, it is not difficult to give an
explicit generic quantitative condition ensuring that Lpθq “ ´8, and even a sharp
one, using the easily checked formula

Lpθq “
8ÿ

k“0

2´k´2 log | cos 2πkθ|,

which also shows that the Lyapunov exponent Lpθq is finite (and discontinuous) at
a full Lebesgue measure set of θ.

What happens in this sort of situation is that, while one can still analyze the
Lyapunov exponents of cocycles such as this one using a stationary measure η on
the projective space, just as we do in the present paper for the invertible case (but
taking care of issues such as indeterminacy), in the present setting the measure η
becomes atomic, being the sum of Dirac masses with weights 2´k´1 on the lines
through pcos 2πkθ, sin 2πkθq.
Significance and applications of continuity. Knowledge that the Lyapunov
exponents are continuous at some f can in itself give information about the dy-
namics of f , as pointed out in Bochi, Viana [17], and abstract facts about the
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existence of many (in the Baire sense) continuity points can be leveraged to a fine
understanding of the dynamics from the generic point of view.

For instance, continuity of Lyapunov exponents ensures that the Oseledets de-
composition varies continuously in a suitable sense: see Backes, Poletti [13]. More-
over, the convergence in the Oseledets theorem is locally uniform on the cocycle.
This sort of uniformity is useful in various situations in dynamical systems. An ex-
ample is the following relevant question in the ergodic theory of volume-preserving
diffeomorphisms f :M ÑM . See [39] or [60] for background.

Let K Ă M be a Pesin block, that is, a compact (non-invariant) set where
the Lyapunov exponents are all bounded away from zero and the estimates in the
Oseledets theorem hold uniformly. Over such a set, the Pesin stable and unstable
manifolds are well defined and depend continuously on the point. In particular they
have a definite size, and so nearby points in the Pesin block must belong to the
same ergodic component. One may thus ask about the stability of Pesin blocks:
is it the case that a smooth perturbation of g must also possess a Pesin block Kg

nearby (in the sense that the symmetric difference K∆Kg has small measure) such
that its Pesin manifolds are close to the unperturbed ones? This can be shown
to follow from a suitable control of the dependence of the Lyapunov exponents,
and in particular if the averaged Lyapunov exponents depend continuously on the
diffeomorphism at the point f .

One setting where knowledge about the continuity of the Lyapunov exponents
has been used as an essential ingredient in the understanding of the dynamics is
in the study of quasiperiodic Schrödinger operators. Here f “ fα : x ÞÑ x ` α is
a translation on a finite dimensional torus T

d, and the cocycle function takes the
form

Apxq “
ˆ
E ´ vpxq ´1

1 0

˙
P SLp2,Rq.

In this case the continuity of Lyapunov exponents with respect to both α and A has
been proved for analytic A and totally irrational α (meaning that fα is minimal),
by Bourgain and Jitomirskaya [23] when d “ 1 and by Bourgain [21] in the general
case.

It was used, for instance, in the solution by Avila and Jitomirskaya [4] of the Ten
Martini Problem, which asked whether the Almost Mathieu Operator has a Cantor
spectrum (this can be rephrased as density of uniform hyperbolicity within certain
one-parameter families of cocycles). It also appears prominently in the proof of
the quantization of the acceleration for d “ 1, which is the starting point of the
so-called global theory of one-frequency Schrödinger operators (Avila [10]).

Continuity is very subtle in this context: for instance, the aforementioned result
of Bourgain and Jitomirskaya does not hold when A is merely C8 (a result of
Wang-You [67]). Continuity as a function of α also may fail at rational α even
when A is analytic, see [23] for a discussion.

Another setting which connects with the ideas discussed in this paper is that of
SLp2,Rq-actions on moduli spaces of Abelian or quadratic differentials. Let η be an
SLp2,Rq-invariant probability measure. By Eskin-Mirzakhani [36], η is equivalent
to Lebesgue measure on some submanifold. The Kontsevich-Zorich cocycle over the
Teichmüller flow, which plays a fundamental role in the ergodic theory of translation
surfaces, has a nice behavior with respect to η: it is basically a random matrix
product (involving countably many matrices), except that the products are merely
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“quasi-independent”. See [6] for an application of this idea to the issue of simplicity
of the Lyapunov spectrum.

Let pνkqk be a sequence of SLp2,Rq-invariant probability measures converging
in the weak˚ sense to some probability measure ν. It would be tempting to use
the techniques of our paper to address the issue of continuity of the Lyapunov
exponents in this context. However, it turns out that the difficulties addressed in
our paper do not show up, and hence simpler techniques can be applied, as was
done in Bonatti, Eskin, and Wilkinson [19]. Indeed, by Theorem 2.3 in Eskin,
Mirzakhani, and Mohammadi [37] (see also Theorem 2.6 in [19]), the support of νk
is contained in supp ν for every large k. So, in terms of the random matrix models,
if there is an invariant subspace for η then it is also invariant for the ηk for large
k. This allows one to quotient out bad invariant spaces, and establish continuity
by the usual Furstenberg–Kifer argument [42].

Quantitative regularity. Another natural question is how much can the regu-
larity of Lyapunov be upgraded from mere continuity. An old result of Ruelle [61]
asserts that if all the matrix coefficients are positive then the largest Lyapunov
exponent is a real-analytic function of those coefficients. For locally constant co-
cycles over Markov shifts, Peres [58] has shown that if the Lyapunov exponents
are simple then they depend real-analytically on the transition data, assuming the
cocycle function itself is fixed.

For parametrized randommatrix products satisfying strong irreducibility and the
contraction property, Le Page [57] has proved that the largest Lyapunov exponent
is a Hölder continuous function of the parameter. This function is even C8 if the
probability distributions are absolutely continuous. In the opposite direction, a
construction of Halperin (see Simon and Taylor [62, Appendix 3]) shows that for
every α ą 0 one can find random Schrödinger cocycles near which the Lyapunov
exponents fail to be α-Hölder continuous.

These results have been sharpened by Duarte and Klein, who developed a unified
approach to proving generic moduli of continuity of the Lyapunov exponents for
different classes of linear cocycles, both random and quasi-periodic, especially in
the 2-dimensional case. See [27, 28] and also [26] for an account of their approach
and many applications.

Still in the 2-dimensional case, Tal and Viana [63] have shown that Hölder con-
tinuity holds at every point where the Lyapunov spectrum is simple. This is an
application of estimates obtained from the methods we develop here, namely a
uniform bound

ηpEprqq ď Crβ

for the weight of the neighborhood Eprq of the equator relative to stationary mea-
sures η of nearby random walks. Tal and Viana [63] have also shown that, while
Hölder continuity may fail when the two Lyapunov exponents coincide, a weaker
log-Hölder modulus of continuity does hold at every point. It would be interesting
to extend these results to arbitrary dimension.

Still regarding products of finitely many matrices, one problem that has proved
to be very resistent to all techniques so far is whether the dependence of the Lya-
punov exponent can be much better than Hölder in some non-trivial region of the
parameter space. For instance, let us consider random matrix products of two
SLp2,Rq-matrices A1 and A2, with probability weights p1 “ p2 “ 1{2. Over the
open set UH of uniformly hyperbolic pairs pA1, A2q, the top Lyapunov exponent is
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clearly a real analytic function. Fix 1 ď k ă 8. Is there a non-empty open subset
in the complement of UH over which the top Lyapunov exponent is Ck?

It is tempting to try to answer (affirmatively) this question by establishing a
suitable spectral gap. Unfortunately the current approaches to the spectral gap use
algebraic properties of the matrix coefficients, and thus do not apply over any open
set, see [22].

2. Statement of main result

We state our main result, Theorem B below, of which Theorem A is an easy
consequence. Initially, we recall the notion of Lyapunov exponents and

Given any compactly supported probability measure ν on G “ GLpRdq, let νN
and νZ denote the corresponding Bernoulli measures on GN and GZ, respectively.
Consider the shift maps σ : GN Ñ GN and σ : GZ Ñ GZ given by

σ ppgnqnq “ pgn`1qn.
By the Oseledets multiplicative ergodic theorem (see [65, Theorems 4.1 and 4.2]),

there exist k P t1, . . . , du and real numbers

(2.1) χ1pνq ą ¨ ¨ ¨ ą χkpνq
such that for νN-almost every g “ pg0, . . . , gn, . . . q P GN there exists a decreasing
family of vector subspaces

(2.2) R
d “ V 1pgq ą ¨ ¨ ¨ ą V kpgq ą V k`1pgq “ t0u

and for νZ-almost every g˘ “ p. . . , g´n, . . . , g0, . . . , gn, . . . q P GZ there exists a
direct sum decomposition

(2.3) R
d “ E1pg˘q ‘ ¨ ¨ ¨ ‘Ekpg˘q

such that, for every i “ 1, . . . , k,

‚ g0V
ipgq “ V ipσpgqq and g0Eipg˘q “ Eipσpg˘qq for ν-almost every g0 P G;

‚ V ipgq “ Eipg˘q ‘ V i`1pgq for g “ πpg˘q, where π : GZ Ñ GN denotes the
canonical projection.

‚ for every non-zero vi P V ipgqzV i`1pgq and νN-almost every g P GN

(2.4) lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0vi} “ χipνq;

‚ for every non-zero vi P Eipg˘q and νZ-almost every g˘ P GZ

(2.5) lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0vi} “ χipνq “ lim

n

1

´n log }g´1´n ¨ ¨ ¨ g´1´1vi}.
The maps g ÞÑ V ipgq and g˘ ÞÑ Eipg˘q with values in the Grassmannian of

R
d are measurable and the dimensions dimV ipgq and dimEipg˘q are constant on

full measure sets. The number mi “ dimV i ´ dimV i`1 “ dimEi is called the
multiplicity of the Lyapunov exponent χipνq. Denote by λ1pνq ě ¨ ¨ ¨ ě λdpνq the
Lyapunov exponents counted with multiplicity.

Let P “ PpRdq. The random walk defined by ν is described by the pair pF, νNq,
where

(2.6) F : GN ˆ P Ñ GN ˆ P, pg, vq ÞÑ pσpgq, g0vq.
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The Lyapunov exponents and the Oseledets filtration may also be obtained from
it, as follows. Define

(2.7) Φ : Gˆ P Ñ R, Φpg, vq “ log
}gv}
}v} .

(For notational simplicity, we use the same symbol (v, say) to denote both a non-
zero vector in R

d and the corresponding element of P ; analogously, we use the same
notation (L, say) for a vector subspace of Rd and the subset of P associated to it.)
A result of Ledrappier (see [65, Theorem 6.1]) asserts that:

‚ Given any F -invariant ergodic probability measure m on GN ˆ P that
projects to νN, there exists j P t1, . . . , ku such that

(2.8)

ż
GNˆP

Φ dm “ χjpνq and m `tpg, vq : v P V jpgqzV j`1pgqu˘ “ 1.

‚ Given any j P t1, . . . , ku there is an ergodic F -invariant probability measure
m projecting to νN and satisfying (2.8).

Let pA1,k, . . . , Am,kq, k P N be a sequence of m-uples of matrices converging to
some pA1,8, . . . , Am,8q P Gm and pp1,k, . . . , pm,kq, k P N be a sequence of probabil-
ity m-vectors real numbers converging to some pp1,8, . . . , pm,8q P ∆m. Let νk and
ν8 be the probability measures in G given by

(2.9) νk “
mÿ
i“1

pi,kδAi,k
and ν8 “

mÿ
i“1

pi,8δAi,8 .

We want to prove that λjpνkq Ñ λjpν8q when k Ñ8, for every j “ 1, . . . , d.
In fact, we prove a stronger statement, involving probability measures whose

supports need not be finite. Let PcpGq be the space of compactly supported prob-
ability measures on G, with the smallest topology T that contains both:

‚ W “ the restriction of the weak˚ topology in the space of probability
measures on G

‚ supp˚H “ the pull-back under ν ÞÑ supp ν of the Hausdorff topology H in
the space of compact subsets of G.

This topology T is metrizable, because both W and H are. A sequence pνkq con-
verges to ν8 in PcpGq if and only if

(i) pνkqk Ñ ν8 in the weak˚ topology and
(ii) psupp νkqk Ñ supp ν8 in the Hausdorff topology.

That is the case for the measures in (2.9) if Ai,k Ñ Ai,8 and pi,k Ñ pi,8 for every
i “ 1, . . . ,m; here, the assumption that pi,8 ą 0 is important to ensure continuity
of the supports.

Related to this, the example of Kifer [50] shows that part (i) alone is not enough
to ensure continuity of the Lyapunov exponents: for our results to hold one cannot
omit part (ii) of the definition of the topology.

Remark 2.1. If pνkqk Ñ ν8 in the weak˚ topology then, given any ε ą 0, the
support of ν8 is contained in the ε-neighborhood of supp νk for all large k. Thus,
the condition (i) in the definition contains half of the condition (ii). The other half
is that, given any ε ą 0, the support of νk is contained in the ε-neighborhood of
supp ν8 for all large k. This will be used repeatedly.
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Also, let us point out that for proving Theorem A it suffices to consider the case
j “ 1. That is because of the following construction. Let E “ R

d and 1 ď l ď d.
The exterior l-power ΛlE of E is the vector space of alternating l-linear forms
ω : E˚ ˆ ¨ ¨ ¨ ˆ E˚ Ñ R on the dual space E˚. The exterior product of vectors
v1, . . . , vl P E, is the alternating l-linear form v1 ^ ¨ ¨ ¨ ^ vl : E

˚ ˆ ¨ ¨ ¨ ˆ E˚ Ñ R

defined by

pv1 ^ ¨ ¨ ¨ ^ vlq pφ1, . . . , φlq “
ÿ
σ

signpσqφσp1qpv1q ¨ ¨ ¨φσplqpvlq,

where the sum is over all permutations of t1, . . . , lu. If tej : j “ 1, . . . , du is a basis
of E then tej1 ^ ¨ ¨ ¨ ^ ejl : 1 ď j1 ă ¨ ¨ ¨ ă jl ď du is a basis of ΛlE. So,

dimΛlE “
ˆ
d

l

˙
.

Every g P G induces an invertible linear map Λlg : ΛlE Ñ ΛlE, defined by

Λlgpωq : pφ1, . . . , φlq ÞÑ ωpφ1 ˝ g, . . . , φl ˝ gq,
for ω P ΛlE and φ1, . . . , φl P E˚. Thus, any measure ν in G induces a measure Λlν

in GLpΛlEq, by push-forward under g ÞÑ Λlg. Moreover, the maps ν ÞÑ Λlν are
continuous. One can check (see [65, Proposition 4.17]) that the Lyapunov exponents
of the random walk defined by Λlν, counted with multiplicity, are the sums

λip1qpνq ` ¨ ¨ ¨ ` λiplqpxq with 1 ď i1 ă ¨ ¨ ¨ ă il ď d.

In particular,

λ1pΛlνq “ λ1pνq ` ¨ ¨ ¨ ` λlpνq.
Thus, proving that ν ÞÑ λ1pΛlνq is continuous, for every 1 ď l ď d, will entail that
ν ÞÑ λjpνq is continuous, for every 1 ď j ď d.

In view of these observations, Theorem A will follow immediately from:

Theorem B. The function λ1 : PcpGq Ñ R, ν ÞÑ λ1pνq is continuous, in any
dimension d ě 2.

The rest of the paper is devoted to proving Theorem B. In Sections 3 and 4 we
present a useful large deviations principle for Lyapunov exponents (Theorem 4.1).
In Sections 5 and 6 we introduce several useful tools. In Section 7 we reduce the
proof of Theorem B to a main technical result, Theorem 7.1. The proof of the latter
result is by induction on the dimension r of the equator, as outlined in Section 7.
The case r “ 1 is carried out in detail in Sections 8 through 11. The inductive step
is dealt with in Sections 12 through 16.

Before stating Theorem 7.1 and outlining its proof, we must introduce several
general notions and a number of auxiliary results. On the other hand, the proofs
of those results, given in Sections 3 to 6, are in themselves not used for estab-
lishing Theorem 7.1. Thus the reader is encouraged to skip them at first reading,
proceeding as directly as possible to Section 7.

3. Invariant subspaces

In this section we introduce some background material, due mostly to Fursten-
berg and Kifer [40, 42]. This also allows us to introduce some notations that will be
useful in the following. Proofs and more information can also be found in Chapters
4 through 6 of [65].
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3.1. Stationary measures. Fix ν P PcpGq. We say that a probability measure η
on P is ν-stationary ifż

P

ψpxq dηpxq “
ż
GˆP

ψpgyq dνpgq dηpyq
for every bounded measurable function ψ : P Ñ R. In other words, η is ν-stationary
if and only if Pν̊ η “ η, where Pν̊ is the operator defined by

(3.1) Pν̊ η “
ż
G

pg˚ηq dνpgq
in the space of probability measures. Moreover (see [65, Proposition 5.5]), η is
ν-stationary if and only if the probability measure νN ˆ η is invariant under the
projective cocycle F : GN ˆ P Ñ GN ˆ P defined in (2.6). Stationary measures
always exist (see [65, Proposition 5.6]).

We also consider the operator Pν : BpP q Ñ BpP q defined in the space BpP q of
measurable bounded functions ψ : P Ñ R by

(3.2) Pνψpvq “
ż
G

ψpgvq dνpgq.
A function ψ is said to be ν-stationary if Pνψ “ ψ. A ν-stationary measure η is
ergodic if every ν-stationary function is constant on some full η-measure set. This
happens (see [65, Proposition 5.13]), if and only if the F -invariant measure νNˆη is
ergodic for F . The ergodic decomposition theorem (see [65, Theorem 5.14]) asserts
that every ν-stationary measure is a convex combination of ergodic ν-stationary
measures.

Let Φ be as in (2.7). Then (see [65, Proposition 6.7]),

(3.3) λ1pνq “ max
 ż

GˆP

Φ dpν ˆ ηq : η is a ν-stationary measure
(
.

Denote αpηq “ ş
GˆP

Φ dpν ˆ ηq for each ν-stationary measure η. The ergodic
decomposition theorem implies that the maximum does not change if we restrict to
ergodic ν-stationary measures.

We may also view Φ as a function on GN ˆ P that depends only on g0 an v:

Φpg, vq “ log
}g0v}
}v} .

Then

lim
n

1

n
log

}gn´1 ¨ ¨ ¨ g0v}
}v} “ lim

n

1

n

n´1ÿ
j“0

log
}gjgj´1 ¨ ¨ ¨ g0v}
}gj´1 ¨ ¨ ¨ g0v} “ lim

n

1

n

n´1ÿ
j“0

ΦpF jpg, vqq.

So, for any ergodic ν-stationary measure η, we have

(3.4) lim
n

1

n
log

}gn´1 ¨ ¨ ¨ g0v}
}v} “

ż
GˆP

Φ dpν ˆ ηq

νN ˆ η-almost everywhere in GN ˆ P .
Furstenberg and Kifer have shown (see [42, Theorem 2.1]) that if αpηq “ λ1pνq

for every (ergodic) ν-stationary measure η then for every v P P
(3.5) lim

n

1

n
log

}gn´1 ¨ ¨ ¨ g0v}
}v} “ λ1pνq for νN-almost every g.
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This fact is also contained in Theorem 4.1 below. In the next section we analyze
what happens when the hypothesis of (3.5) is not fulfilled.

3.2. The equator. A vector subspace L of Rd is said to be ν-invariant if gL “ L

for ν-almost every g or, equivalently, for every g P supp ν. Observe that if L is a
ν-invariant subspace then

lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | L}

exists for every g in a full νN-measure subset of GN and is constant on this sub-
set. This direct consequence of Kingman’s subadditive ergodic theorem (see [65,
Theorem 3.3]), together with the fact that the Bernoulli shift pσ, νNq is ergodic,
will be used repeatedly. It is part of the proof of the Oseledets theorem (see [65,
Proposition 4.11]) that for L “ R

d the limit coincides with the largest Lyapunov
λ1pνq.

For any ergodic ν-stationary measure η, define Lpηq to be the smallest vector
subspace such that ηpLpηqq “ 1. Equivalently, Lpηq is the vector subspace spanned
by the support of η. Then Lpηq is ν-invariant:ż

GˆP

χLpηqpgvq dνpgqdηpvq “
ż
P

χLpηqpvq dηpvq “ ηpLq “ 1

and this implies

ηpg´1Lpηqq “
ż
P

χLpηqpgvq dηpvq “ 1 for ν-almost every g.

So, it follows from the definition that g´1Lpηq “ Lpηq for ν-almost every g.
Since the support of η spans Lpηq, it follows from (3.4) that we may find a basis

v1, . . . , vl of Lpηq and a full νN-measure subset of g such that

lim
n

1

n
log

}gn´1 ¨ ¨ ¨ g0vi}
}vi} “ αpηq for i “ 1, . . . , l.

Then

(3.6) lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | Lpηq} “ αpηq.

It also follows that if η is such that αpηq ă λ1pνq then Lpηq is a proper subspace.
We call the equator of ν a maximal ν-invariant subspace E such that

(3.7) lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | E} ă λ1pνq.

Such a subspace is necessarily proper, but it may not exist. It follows from the
previous paragraph that the equator does exist if αpηq ă λ1pνq for some (ergodic)
ν-stationary measure; the converse is also true. Moreover, the equator is unique
and contains Lpηq for every ergodic ν-stationary measure η: both claims follow
immediately from the observation that if two subspaces satisfy (3.7) then so does
their sum.

If the equator does exist, every g in (the group generated by) the support of ν
may be written as

(3.8) g “
ˆ
gE h

0 gK
˙

with gE P GLpEq and gK P GLpEKq.
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Let νE and νK be the push-forwards of ν under the maps g ÞÑ gE and g ÞÑ gK.
Furstenberg and Kifer [42, Lemma 3.6] observed that

λ1pνq “ maxtλ1pνEq, λ1pνKq(.
The property (3.7) means that λ1pνEq ă λ1pνq. Hence, λ1pνKq “ λ1pνq.
Remark 3.1. Any g P G that preserves E may written in the form (3.8). Then
pguqK “ gKuK for every u, where K denotes the component orthogonal to E. Do
not mistake this for guK “ huK ` gKuK. It is equally clear that }gK} ď }g}. These
simple facts will be used several times.

Suppose that there exists some ergodic νK-stationary measure ηK such that

αKpηKq “
ż
GˆP

Φ dpνK ˆ ηKq
is strictly less than λ1pνKq “ λ1pνq. Then LpηKq is a proper νK-invariant subspace
of EK and, according to (3.6),

lim
n

1

n
log }gKn´1 ¨ ¨ ¨ gK0 | LpηKq} “ αKpηKq.

Then E1 “ E ‘ LpηKq is a proper ν-invariant subspace of Rd and it satisfies the
equator property (3.7), because

lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | E ‘ LpηKq}
ď max

 
lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | E}, lim

n

1

n
log }gn´1 ¨ ¨ ¨ g0 | LpηKq}(

Since E1 contains E strictly, this contradicts the definition of the equator. This
contradiction proves that αKpηKq “ λ1pνq for every νK-stationary measure ηK.

So, by (3.5), for every vK P PpEKq there exists a full νN-measure subset of g for
which

(3.9) lim
n

1

n
log

}gKn´1 ¨ ¨ ¨ gK0 vK}
}vK} “ λ1pνq.

This also implies (see [65, Proposition 4.14]) that for every v P R
dzE there exists a

full νN-measure subset of g for which

(3.10) lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0v} “ lim

n

1

n
log

}gn´1 ¨ ¨ ¨ g0v}
}v} “ λ1pνq.

The following example shows that the equator need not be any of the subspaces
V i in the Oseledets flag (2.2):

Example 3.2. Let d “ 3 and m “ 2 and ν “ p1δA1
` p2δA2

where the matrices
A1 and A2 are given by

A1 “
ˆ
B 0
0 1

˙
with B “

ˆ
σ 0
0 σ´1

˙
and σ ą 1

A2 “
ˆ
RθB 0
0 1

˙
with Rθ “

ˆ
cos θ sin θ
´ sin θ cos θ

˙
and θ ‰ 0 small.

The subspace E3 “ tp0, 0qu ˆR is ν-invariant and corresponds to a zero Lyapunov
exponent. The only other ν-invariant subspace is E12 “ R

2ˆt0u. Given any ε ą 0,
the cone

Cu “ tpx, y, 0q P R
3 : |y| ď ε|x|u Ă E12
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is forward invariant under both A1 and A2, as long as θ is close enough to zero.
This implies that some Lyapunov exponent is close to log σ. Analogously, the cone

Cs “ tpx, y, 0q P R
3 : |x| ď ε|y|u Ă E12

is backward invariant under both A1 and A2, which implies that some Lyapunov
exponent is close to ´ logσ. So, the Lyapunov exponents are

λ1pνq « log σ and λ2pνq “ 0 and λ3pνq « ´ log σ.

Thus, E3 is the equator of ν and corresponds to the middle eigenvalue λ2pνq “ 0.
Note that both AK1 “ B and AK2 “ RθB have determinant 1.

4. Uniform convergence in measure

We need to prove that the limit in (3.9) is uniform in measure with respect to
v P PpEKq. This follows directly from a corresponding fact for the limit in (3.5),
that we state precisely as follows:

Theorem 4.1. Assume that αpηq “ λ1pνq for every ν-stationary measure η. Then
for any ε ą 0 there exist constants C “ Cpν, εq ą 0 and c “ cpν, εq ą 0 such that
for any v P P and N P N, there exists a measurable set E “ Epν, ε, v,Nq Ă GN

satisfying:

(1) νNpEcq ď Ce´cN and

(2)
1

n
log

}gn´1 ¨ ¨ ¨ g0v}
}v} P pλ1pνq ´ ε, λ1pνq ` εq for every g P E and n ě N .

In what follows we prove Theorem 4.1. The proof will not be used in the rest of
the paper, so the reader may choose to skip the remainder of this section at first
reading.

Recall that S “ supp ν is taken to be compact. Let CpS ˆ P q be the Banach
space of continuous functions ψ : SˆP Ñ R with the norm }ψ} “ sup |ψ|. Consider
the operator Qν defined on CpS ˆ P q by

Qνψpg1, vq “
ż
S

ψpg, gvq dνpgq.
Note that Qνψpg1, vq does not depend on g1. The dual operator Qν̊ acts in the
space of finite signed measures on S ˆ P byż

SˆP

ψ dQν̊λ “
ż
SˆP

Qνψ dλ for every ψ P CpS ˆ P q.
A signed measure λ is said to be Qν-invariant if Qν̊λ “ λ. Given ϕ P CpS ˆ P q,
denote

Σpν, ϕq “ sup

"ż
SˆP

ϕdλ : λ is a Qν-invariant probability measure

*
.

Lemma 4.2. Given any non-negative ϕ P CpS ˆ P q and any ε ą 0 there exist
ψ, ξ P CpS ˆ P q such that ϕ “ Qνψ ´ ψ ` ξ and }ξ} ď Σpν, ϕq ` ε.

Proof. Let W Ă CpS ˆ P q be the subspace of functions of the form ϕ “ Qνψ ´ ψ

for some ψ P CpS ˆ P q. By Hahn–Banach, given any ϕ P CpS ˆ P q there exists a
continuous linear functional L : CpS ˆ P q Ñ R such that }L} “ 1 and L | W ” 0
and Lpϕq “ dpϕ,Wq. By Riez–Markov, there exists some signed measure λ on
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S ˆ P such that }λ} “ 1 and Lpψq “ ş
SˆP

ψ dλ for every ψ P CpS ˆ P q. The fact

that L vanishes on W ensures that Qν̊λ “ λ:ż
SˆP

pQνψ ´ ψq dλ “ LpQνψ ´ ψq “ 0 for every ψ P CpS ˆ P q.
Let λ “ λ` ´ λ´ be the Hahn decomposition of λ. Then }λ`} ` }λ´} “ }λ} “ 1
and λ “ Qν̊λ “ Qν̊λ

` ´Qν̊λ
´. Since Qν̊λ

˘ are non-negative measures, the latter
implies that Qν̊λ

˘ ě λ˘. Since Qν1 “ 1 we have

}Qν̊λ
˘} “

ż
SˆP

1 dQν̊λ
˘ “

ż
SˆP

Qν1 dλ
˘ “

ż
SˆP

1 dλ˘ “ }λ˘}.
Hence, Qν̊λ

˘ “ λ˘. Let λ0 “ λ`{}λ`}. Then Qν̊λ0 “ λ0 and λ0 ě λ` ě λ. Since
ϕ is assumed to be non-negative, it follows that

(4.1)

ż
SˆP

ϕdλ0 ě
ż
SˆP

ϕdλ “ Lpϕq “ dpϕ,Wq
Take ψ P CpS ˆ P q such that }ϕ ´ pQνψ ´ ψq} ď dpϕ,Wq ` ε and then define
ξ “ ϕ´ pQνψ ´ ψq. Then, by (4.1),

}ξ} ď dpϕ,W q ` ε ď
ż
SˆP

ϕdλ0 ` ε

and this implies that }ξ} ď Σpν, ϕq ` ε. �

For n ě 0, let Bn be the σ-algebra of SN generated by the family of cylinders
r0;A0, . . . , Ans, where the Aj are measurable subsets of S. For a measurable func-
tion X : SN Ñ R, let EpXq “ ş

GN X dνN and EpX | Bnq denote the expectation of
X conditioned to Bn, that is, the (essentially unique) Bn-measurable function such
that ż

GN

EpX | Bnq dνN “
ż
GN

X dνN.

The next lemma is a particular instance of the Azuma–Hoeffding inequality
(Azuma [11], Hoeffding [48]) for sums of bounded random variables:

Lemma 4.3. Let Yn : GN Ñ R, n P N be such that A “ supn }Yn} is finite and

(4.2) EpYi1 ¨ ¨ ¨Yik q “ 0 for every 1 ď i1 ă ¨ ¨ ¨ ă ik.

Then, for any s ą 0 and n P N,

νN ptg : |Y1 ` ¨ ¨ ¨ ` Yn|pgq ě suq ď 2 exp

ˆ
´ s2

2nA2

˙
.

Proof. Since the exponential function is convex,

eax “ exp

ˆ
a

ˆ
1` x

2

˙
´ a

ˆ
1´ x

2

˙˙
ď 1` x

2
ea ` 1´ x

2
e´a “ cosha` x sinh a

for every x P r´1, 1s and a P R. Taking x “ Yi{}Yi} and a “ t}Yi}, we get that

etYi ď coshpt}Yi}q ` Yi

}Yi} sinhpt}Yi}q
for any t P R. The hypothesis (4.2) implies that

E

˜
nź

i“1

pai ` biYiq
¸
“

nź
i“1

ai
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for any real numbers a1, . . . , an and b1, . . . , bn. Hence,

E

´
et
ř

n
i“1

Yi

¯
ď E

˜
nź

i“1

coshpt}Yi}q ` Yi

}Yi} sinhpt}Yi}q
¸
“

nź
i“1

coshpt}Yi}q.

Using the fact that, for every x P R,

coshx “
8ÿ

k“0

x2k

p2kq! ď
8ÿ

k“0

x2k

2kk!
“ ex

2{2

we conclude that

E

´
et
řn

i“1
Yi

¯
ď

nź
i“1

exp

ˆ
t2

2
}Yi||2

˙
“ exp

˜
t2

2

nÿ
i“1

}Yi}2
¸

for any t P R. Then, by the Chebyshev inequality,

νN

˜
tg :

nÿ
j“1

Yjpgq ě su
¸
“ νN

´
tg : et

ř
n
j“1

Yjpgq ě etsu
¯

ď e´ts
E

´
et
ř

n
i“1

Yj

¯
ď exp

˜
´ts` t2

2

nÿ
i“1

}Yi}2
¸

for any t P R. Taking t “ s{řn
i“1 }Yi}2, we conclude that

νN

˜
tg :

nÿ
i“1

Yjpgq ě su
¸
ď exp

ˆ
´ s2

2
řn

i“1 }Yi}2
˙
ď exp

ˆ
´ s2

2nA2

˙
Analogously, replacing each Yj with ´Yj ,

νN

˜
tg :

nÿ
i“1

Yjpgq ď ´su
¸
ď exp

ˆ
´ s2

2nA2

˙
.

Adding these two inequalities, we get the conclusion of the lemma. �

Lemma 4.4. For any ψ P CpS ˆ P q and ε ą 0 there exist C1 “ C1pψ, εq ą 0 and
c1 “ c1pψ, εq ą 0 such that for any v P R

d and N P N there exists a measurable set
E1 “ E1pν, ψ, ε, v,Nq satisfying:

(1) νNpEc
1q ď C1e

´c1N and

(2)
1

n

n´1ÿ
j“0

Qνψpgj´1, gj´1 ¨ ¨ ¨ g0vq ´ ψpgj , gj ¨ ¨ ¨ g0vq P p´ε, εq for any g P E1 and

n ě N .

Proof. We may suppose that }ψ} ą 0 for otherwise the statement is trivial. Given
v P R

d and n P N, define

Ynpgq “ Qνψpgn´1, gn´1 ¨ ¨ ¨ g0vq ´ ψpgn, gn ¨ ¨ ¨ g0vq.
Clearly, }Yn} ď 2}ψ}. Moreover, Yn is Bn-measurable and, by the definition of Qν ,

EpYn | Bn´1q “ Qνψpgn´1, gn´1 ¨ ¨ ¨ g0vq ´
ż
G

ψpg, ggn´1 ¨ ¨ ¨ g0vq dνpgq ” 0.

Thus, given any k-uple pi1, . . . , ik´1, ikq with ik ą ij for every j “ 1, . . . , k ´ 1,

E
`
Yi1 ¨ ¨ ¨Yik´1

Yik
˘ “ E

`
Yi1 ¨ ¨ ¨Yik´1

EpYik | Bik´1q
˘ “ 0.
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So, pYnqn satisfies the hypotheses of Lemma 4.4. Thus,

νN
ˆ
tg P Gn :

1

n
|Y0pgq ` ¨ ¨ ¨ ` Yn´1pgq| ě εu

˙
ď 2 exp

ˆ
´ nε2

8}ψ}2
˙

for every ε ą 0 and every n P N. The conclusion follows by letting E1 be the set of all
g such that the claim in part (2) holds for every n ě N and taking c1 “ ε2{p8}ψ}2q
and C1 “ 2

ř8
j“0 e

´cj . �

Lemma 4.5. For every ϕ P CpS ˆ P q and ε ą 0 there exist C2 “ C2pν, ϕ, εq ą 0
and c2 “ c2pν, ϕ, εq ą 0 such that, for every v P P and N P N there exists a
measurable set E2 “ E2pν, ϕ, ε, v,Nq Ă GN satisfying:

(1) νNpEc
2q ď C2e

´c2N and

(2)
1

n

n´1ÿ
j“0

ϕpgj , gj . . . g0vq ă Σpν, ϕq ` ε for every g P E2 and n ě N .

Proof. Neither the hypothesis nor the conclusion are affected if one replaces ϕ
with ϕ ` const (clearly, Σϕ`const “ Σpν, ϕq ` const). Thus, it is no restriction to
suppose that ϕ is non-negative. Then, by Lemma 4.2, for any ε ą 0 we may find
ψ, ξ P CpS ˆ P q such that ϕ “ Qνψ ´ ψ ` ξ and }ξ} ă Σpν, ϕq ` ε{4. Then
1

n

n´1ÿ
j“0

ϕpgj , gj . . . g0vq “ 1

n

nÿ
j“1

Qνψpgj´1, gj´1 . . . g0vq ´ ψpgj , gj . . . g0vq

` 1

n

n´1ÿ
j“0

ξpgj , gj . . . g0vq ` 1

n
ψpgn, gn ¨ ¨ ¨ g0vq ´ 1

n
ψpg0, g0vq.

Let C1, c1 and E1 be as in Lemma 4.3, with ε replaced with ε{4. The first term
in the previous sum is less than ε{4 for every g P E1. The second term is bounded
above by }ξ} ă Σpν, ϕq ` ε{4. Let L “ r}ψ}{p4εqs. The third and fourth terms are
less than ε{4 if n ą L. Thus, for every g P E1 and n ě N ą L,

1

n

n´1ÿ
j“0

ϕpgj , gj . . . g0vq ă Σpν, ϕq ` ε.

Take c2 “ c1 and C2 “ maxtC1, e
c2Lu. Define E2 “ E1 if N ą L and E2 “ GN

otherwise. �

Corollary 4.6. Let ϕ P CpS ˆ P q be such that
ş
SˆP

ϕdλ “ Σpν, ϕq for every

Qν-invariant probability measure λ. For ε ą 0 there exist C3 “ C3pν, ϕ, εq ą 0 and
c3 “ c3pν, ϕ, εq ą 0 such that, for every v P P and N P N there exists a measurable
set E3 “ E3pν, ϕ, ε, v,Nq Ă GN satisfying:

(1) νNpEc
3q ď C3e

´c2N and

(2)
1

n

n´1ÿ
j“0

ϕpgj , gj . . . g0vq P pΣpν, ϕq ´ ε,Σpν, ϕq ` εq for g P E3 and n ě N .

Proof. The assumption implies that Σpν,´ϕq “ ´Σpν, ϕq. So, applying Lemma 4.5
also to the function ´ϕ we get C2p´ϕ, εq and c2p´ϕ, εq and E2p´ϕ, ε, v,Nq such
that

1

n

n´1ÿ
j“0

ϕpgj , gj . . . g0vq ą Σpν, ϕq ´ ε.
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for any g P E2p´ϕ, ε, v,Nq and n ě N . To conclude, take C3 to be the sum of
C2pν,˘ϕ, εq and c3 to be the minimum of c2pν,˘ϕ, εq and E3 to be the intersection
of E2pν,˘ϕ, ε, v,Nq. �

We also need to interpret Σpν, ϕq in terms of the ν-stationary measures. That is
the purpose of the next lemma:

Lemma 4.7. Let ι : S ˆ P Ñ S ˆ P , ιpg, vq “ pg, gvq. Then η ÞÑ ι˚pν ˆ ηq maps
the set of ν-stationary measures bijectively to the set of Qν-invariant probability
measures. Its inverse is the push-forward π˚ of the canonical projection π : SˆP Ñ
P .

Proof. Given any probability measure λ with Qν̊λ “ λ, let η be its projection to
P . For any bounded measurable function ϕ : S ˆ P Ñ R,ż

SˆP

ϕpg1, vq dλpg1, vq “
ż
SˆP

Qνϕpg1, vq dλpg1, vq

“
ż
SˆSˆP

ϕpg, gvq dνpgq dλpg1, vq “
ż
SˆP

ϕpg, gvq dνpgq dηpvq
(because the integrand does not depend on g1). Moreover, the special case when ϕ
does not depend on g means thatż

P

φpvq dηpvq “
ż
SˆP

φpvq dλpg1, vq “
ż
SˆP

Qνφpg1, vq dλpg1, vq

“
ż
SˆSˆP

φpgvq dνpgq dλpg1, vq “
ż
SˆP

φpgvq dνpgq dηpvq
for any bounded measurable function φ : P Ñ R. In other words, η is ν-stationary.

Conversely, given any ν-stationary measure η, define λ on S ˆ P byż
SˆP

ϕpg1, vq dλpg1, vq “
ż
SˆP

ϕpg, gvq dνpgq dηpvq.
for any bounded measurable function ϕ : S ˆ P Ñ R. Thenż

SˆP

Qνϕpg1, vq dλpg1, vq “
ż
SˆP

Qνϕpg1, g1vq dνpg1q dηpvq

“
ż
SˆSˆP

ϕpg, gg1vq dνpgq dνpg1q dηpvq.
Since η is ν-stationary, the right-hand side may be rewritten asż

SˆP

ϕpg, gvq dνpgq dηpvq “
ż
SˆP

ϕpg, vq dλpg, vq.
Combining these two identities, one sees that Qν̊λ “ λ. �

Proof of Theorem 4.1. Consider ϕ “ Φ ˝ ι´1, that is,

ϕ : S ˆ P Ñ R, ϕpg, vq “ log
}v}

}g´1v} .
Lemma 4.7 implies that

Σpν, ϕq “ sup
 ż

SˆP

ϕdλ : Qν̊λ “ λ
(

“ sup
 ż

SˆP

Φ dpν ˆ ηq : η is a ν-stationary measure
( “ λ1pνq
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and the hypothesis of Corollary 4.6 corresponds precisely to the hypothesis of The-
orem 4.1. Take C “ C3pν, ϕ, εq and c “ c3pν, ϕ, εq and E “ E3pν, ϕ, ε, v,Nq. Then
νNpEcq ď Ce´cn and for any g P E ,

1

n
log

}gn´1 ¨ ¨ ¨ g0v}
}v} “ 1

n

n´1ÿ
j“0

Φ pgj , gj´1 ¨ ¨ ¨ g0vq “ 1

n

n´1ÿ
j“0

ϕ pgj, gjgj´1 ¨ ¨ ¨ g0vq

P pΣpν, ϕq ´ ε,Σpν, ϕq ` εq “ pλ1pνq ´ ε, λ1pνq ` εq.
This completes the proof of the theorem. �

Part II. Preliminaries and outline of the proof

5. The equator is a repeller

Let pνkqk be a sequence converging to some ν8 in the space PcpGq. By (3.3),
for every k there exists a νk-stationary measure ηk on P such that

λ1pνkq “
ż
GˆP

Φ dpνk ˆ ηkq.
Since the space of probability measures on P is weak˚-compact, to prove that
pλ1pνkqq converges to λ1pν8q it is no restriction to suppose that the sequence pηkqk
converges to some probability measure η8. Then

λ1pνkq Ñ
ż
GˆP

Φ dpν8 ˆ η8q when k Ñ8.

The measure η8 is necessarily ν8-stationary (see [65, Proposition 5.9]).
Now there are two alternatives. If

ş
GˆP

Φ dpν8 ˆ η8q “ λ1pν8q then
λ1pνkq Ñ λ1pν8q,

as we wanted to prove. Otherwise, we are in the setting of Section 4: there is a
proper subspace E of Rd such that

(i) E is ν8-invariant and

lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | E} ă λ1pν8q.

(ii) For any ε ą 0 and δ ą 0 there exists N “ Npν8, ε, δq P N and for every
vK P PpEKq there exists E “ Epν8, ε, δ, vKq such that νN8pEcq ă δ and

1

n
log

}gKn´1 ¨ ¨ ¨ gK0 vK}
}vK} P pλ1pν8q ´ ε, λ1pν8q ` εq

for any g P E and n ě N .
(iii) η8pEq ą 0.

We are going to see that the properties (i) - (iii) are incompatible with the
fact that η8 is the limit of stationary measures for nearby random walks. Indeed,
if E satisfies (i) and (ii) then it is a kind of repeller for the random walk on P

associated to ν8 (the precise statements are in Section 5.2). As we are going to
see, that implies that the ηk-measure of any neighborhood of E is small when k is
large, so that the limit η8 cannot satisfy (iii); the proof will use some general tools
that we introduce in Sections 6.1 through 6.4. Hence the second alternative above
cannot actually occur, and thus Theorem B will follow.
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5.1. Generic measures. Actually, it suffices to carry these arguments in a special
case, as we are going to explain. For each 1 ď r ď d, let Grpr, dq be the Grassman-
nian manifold of r-dimensional subspaces of Rd. Moreover, let Fpr, dq be the space
of flags

F1 Ă F2 Ă ¨ ¨ ¨ Ă Fr´1 Ă Fr Ă R
d,

where each Fi has dimension i. Note that Grp1, dq “ Fp1, dq coincides with the
projective space P .

The natural action of G on the projective space extends to group actions on
every Grpr, dq and Fpr, dq. Thus, in particular, to each probability measure ν on G
we may associate operators Pν and Pν̊ acting, respectively, on bounded measurable
functions and on measures of Grpr, dq or Fpr, dq, just as we did for P in (3.1) and
(3.2):

(5.1) Pνψpvq “
ż
G

ψpgvq dνpgq and Pν̊ η “
ż
G

pg˚ηq dνpgq.
We continue to say that a function ψ is ν-stationary if Pνψ “ ψ and a probability
measure ζ is ν-stationary if Pν̊ ζ “ ζ.

A subset of an algebraic variety X is Zariski-dense if it is not contained in any
proper algebraic subvariety of X . The cases we are interested in are X “ Grpr, dq,
Fpr, dq, or G. We call a measure η on the algebraic variety generic if ηpMq “ 0 for
any proper algebraic subvariety M . Then, in particular, η is non-atomic, meaning
that ηptpuq “ 0 for every point p in the domain.

Remark 5.1. The restrictions η | U of generic measures are generic, and so are
the products η1 ˆ η2 of generic measures. Moreover, if tηt : t P T u is a family of
generic measures, and ξ is a measure on T then η “ ş

T
ηt dξptq is a generic measure.

In particular, the generic measures form a vector subspace.

Proposition 5.2. Let X “ Grpr, dq or X “ Fpr, dq. If ν is a probability measure
whose support is Zariski-dense in G then ν admits a unique stationary measure η
on X, and this measure is generic.

Proof. Lemmas 4.2 and 4.5 in Gol’dsheid, Margulis [45]. �

Proposition 5.3. Every ν P PcpGq is approximated by generic probability measures
whose supports are Zariski-dense.

Proof. For each j P N, let ξj P PcpGq be the normalized restriction of the Haar
measure of G to the ball of radius 1{j around the identity I relative to some left-
invariant distance on G. It is clear that supp ξj coincides with that ball, and ξj
vanishes on any proper subvariety of G. Moreover, pξjqj converges to the Dirac
mass δI in the topology of PcpGq. For each j P N, let νj “ ν ˚ ξj be the probability
measure on G such that, for any limited function φ : GÑ R,ż

G

φdνj “
ż
G

φpghq dνpgq dξjphq.
The assumption on ξj ensures that νj is generic. Moreover, pνjqj converges to ν in
the weak˚ topology. Furthermore, supp νj coincides with the p1{jq-neighborhood
of the support of ν, and so psupp νjqj Ñ supp ν in the Hausdorff topology. This
proves that pνjqj Ñ ν in PcpGq. The fact that supp νj has non-empty interior
implies that it is Zariski-dense, for every j P N. �
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Corollary 5.4. Suppose that pλ1pν1kqqk Ñ λ1pν8q for any sequence pν1kqk converg-
ing to ν8 in PcpGq such that ν1k is generic and supp ν1k is Zariski-dense in G for
every k. Then pλ1pνkqqk Ñ λ1pν8q for every sequence pνkqk converging to ν8 in
PcpGq.
Proof. Let pνkqk be any sequence converging to ν8 in PcpGq, and d be any dis-
tance generating the topology of PcpGq. By Proposition 5.3, for each k we may
find a generic probability measure ν1k arbitrarily close to νk and whose support is
Zariski-dense. Take ν1k such that dpνk, ν1kq ă 1{k. Using the well-known fact that
the function ζ ÞÑ λ1pζq is upper semi-continuous (this is a consequence of (3.3)
below), we may also suppose that λ1pν1kq ď λ1pνkq ` 1{k. Then pν1kqk Ñ ν8 and so
limk λ1pν1kq “ λ1pν8q. Moreover,

lim inf
k

λ1pνkq ě lim
k
λ1pν1kq “ λ1pν8q.

Using semi-continuity once more, this implies limk λ1pνkq “ λ1pν8q. �

Thus, to prove Theorem B it suffices to consider sequences pνkqk Ñ ν8 of generic
measures such that every supp νk is Zariski-dense in G. We do so in all that follows.
Then, by Proposition 5.2, the νk-stationary measure ηk is unique and generic.

5.2. Repelling behavior. Given any subspace W Ă R
d, let ΠW : R

d Ñ WK
be the orthogonal projection along W . When W is 1-dimensional we also write
ΠW “ Πw for any non-zero vector w PW .

For any g P G and v P P , let Dgv : TvP Ñ TgvP denote the derivative of
g : GÑ G at the point v P P . The tangent space TvP is naturally identified with
the orthogonal space tvuK. Then
(5.2) Dgv 9v “ Πgvg 9v

}v}
}gv} .

For v P E, let

(5.3) DgKv “ ΠE ˝Dgv | EK : EK Ñ EK, DgKv vK “ gKvK }v}
}gv} .

For n P N and any probability measure ν on G, let νpnq denote the n-convolution,
that is, the push-forward of νN under the map GN Ñ G defined by g ÞÑ gn´1 ¨ ¨ ¨ g0:
(5.4) νpnq “ νNptg P GN : gn´1 ¨ ¨ ¨ g0 P Buq
for any measurable set B Ă G. Note that the map ν ÞÑ νpnq is continuous relative
to the weak˚ topology.

Proposition 5.5. There exists κ0 “ κ0pν8q ą 0 and for each δ ą 0 there exist
N0 “ N0pν8, δq P N and τ0 “ τ0pν8, δq ą 0 such that for every n ě N and

vK P PpEKq there exists E0 “ E0pν8, δ, n, vKq Ă supp ν
pnq8 with ν

pnq8 pEc
0q ă δ and

(1) log
}DgKv vK}
}vK} ą κ0n for any g P E0 and v P E;

(2)
}gKvK}
}gvK} ą τ0 for any g P E0.

Proof. Fix numbers α “ αpν8q and β “ βpν8q such that

lim
n

1

n
log }gn´1 ¨ ¨ ¨ g0 | E} ă α ă β ă λ1pν8q
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and then choose 0 ă κ0 ă β ´ α. Let δ ą 0. By property (i), there exist N 1 P N

and E 1 Ă GN such that νN8ppE 1qcq ă δ{4 and

(5.5) log
}gn´1 ¨ ¨ ¨ g0v}

}v} ď αn for any g P E 1 and v P E and n ě N 1.

By property (ii), there exists N2 P N and for each vK P EK there exists E2 Ă GN

such that νN8ppE2qcq ă δ{4 and

(5.6) log
}gKn´1 ¨ ¨ ¨ gK0 vK}

}vK} ě βn for any g P E2 and n ě N2.

Let N3 “ maxtN 1, N2u and for each n ě N3 and vK P PpEKq define
E3 “ tgn´1 ¨ ¨ ¨ g0 : g P E 1 X E2u.

The definition (5.4) gives that ν
pnq8 ppE3qcq ď νN8ppE 1qc Y pE2qcq ă δ{2. Moreover, if

g P E3 then (5.5) and (5.6) give that

(5.7) log
}DgKv vK}
}vK} “ log

}gKvK}
}vK} ´ log

}gv}
}v} ě pβ ´ αqn ą κ0n

for any v P E and n ě N3. This gives claim (1), as long as we choose N0 ě N3
and E0 Ă E3, which we will do in the next paragraph.

Now let us explain how to obtain claim (2). The following elementary inequality
will be used a couple of times:

(5.8) | sin=pv1, v2q| ď }v1 ˘ v2}
}v2} for any non-zero v1, v2 P R

d.

Let a “ pχ1 ´ χ2q{8 where χ1 ą χ2 are the two largest Lyapunov exponents
in (2.1). Clearly, we may assume that β has been chosen greater than χ1 ´ a

(keep in mind that χ1 “ λ1). Consider the Oseledets splitting in (2.3) and denote
E˚ “ E2‘¨ ¨ ¨‘Ek. By the Oseledets theorem (see [65, Theorem 4.2]), there exists
a measurable function g˘ ÞÑ cpg˘q with values in p0, 1q such that

cpg˘q enpχ1´aq||v1} ď }gn´1 ¨ ¨ ¨ g0v1} ď cpg˘q´1enpχ1`aq}v1}(5.9)

}gn´1 ¨ ¨ ¨ g0v˚} ď cpg˘q´1enpχ2`aq}v˚}(5.10)

for any v1 P E1pg˘q, v˚ P E˚pg˘q and n P N, and for νZ8-almost every g˘. In
particular, E1pg˘q X E˚pg˘q “ t0u. Since the growth rate of every vector v P E is
strictly less than λ1 “ χ1 (property (i) above), we also have that E1pg˘qXE “ t0u.
Thus, up to reducing the function cpg˘q, we may suppose that

(5.11) | sin=pE1pg˘q, E˚pg˘qq| ě cpg˘q and | sin=pE1pg˘q, Eq| ě cpg˘q
for νZ8-almost every g˘. Fix b “ bpν8, δq ą 0 small enough that the set

A “ tg˘ P GZ : cpg˘q ě bu
has νZ8pAcq ă δ{4. Then fix M “Mpν8, δq P N such that

(5.12) e´an ă b2

2
for every n ěM .

Let N0 “ maxtN 1, N2,Mu and for each n ě N0 and vK P PpEKq define
E0 “ tgn´1 ¨ ¨ ¨ g0 : g˘ P π´1E 1 X π´1E2 XAX σ´nAu X supp ν

pnq
8
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(π : GZ Ñ GN is the canonical projection). The choices of E 1, E2 and A ensure

that ν
pnq8 pEc

0q ă δ. For each g P E0, take g˘ P E 1 X E2 X A X σ´nA such that
g “ gn´1 ¨ ¨ ¨ g0 and then let vK “ v1 ` v˚ be the decomposition of vK with respect
to the splitting R

d “ E1pg˘q ‘ E˚pg˘q. From property (5.11) and the fact that
g˘ P A we get

(5.13) }v˚} ď }vK}
| sin=pE1pg˘q, E˚pg˘qq| ď cpg˘q´1}vK} ď b´1}vK}.

Since β ą χ1 ´ a, the inequality (5.6) gives

(5.14) }gvK} ě }gKvK} ě epχ1´aqn}vK}.
Properties (5.9) and (5.10) give

(5.15) }gvK} ď b´1epχ1`aqn}v1} ` b´1epχ2`aqn}v˚}.
Putting the relations (5.13) through (5.15) together, and using (5.12), we obtain

}vK} ď b´1e2an}v1} ` b´1epχ2´χ1`2aqn}v˚}
ď b´1e2an}v1} ` b´2e´6an}vK} ď b´1e2an}v1} ` 1

2
}vK}

This proves that }v1} ě pb{2qe´2an}vK}. Combining this inequality with (5.13) and
properties (5.9) and (5.10),

}gv1} ě bepχ1´aqn}v1} ě pb2{2qepχ1´3aqn}vK}
}gv˚} ď b´1epχ2`aqn}v˚} ď b´2epχ2`aqn}vK}

In view of our choice of a and the relation (5.13), this implies that

}gv˚}
}gv1} ď 2b´4epχ2´χ1`4aqn ď 2b´4e´4an ă b

2
e´2an ď b

2
.

Then it follows that

| sin=pgvK, E1pσng˘qq| ď | sin=pgvK, gv1q| ď }gv˚}
}gv1} ă b{2.

Now, property (5.11) implies that | sin=pE1pσng˘q, Eq| ě b, because we have taken
g˘ such that σng˘ P A. Since | sin | is a subadditive function, these two inequalities
imply that | sin=pgvK, Eqq| ą b{2, which means that }gKvK} ą pb{2q}gvK}. This
proves (2) with τ0 “ b{2. �

Let dp¨, ¨q be the distance defined on the projective space P by

(5.16) dpu, vq “
››››Πu

v

}v}
›››› “ | sin=pu, vq|.

Note that 0 ď dpu, vq ď 1 for every u, v P P . Next, we formulate the infinitesimal
estimate in part (1) of Proposition 5.5 in terms of the distance to the equator:

Corollary 5.6. For each n ě N there exists ρ0 “ ρ0pν8, nq ą 0 and for each

x P P with dpx,Eq ď ρ0 there exists D8pxq “ D8pν8, δ, n, xq Ă supp ν
pnq8 with

ν
pnq8 pD8pxqcq ă δ and

(5.17) ´ log dpgx,Eq ď ´ log dpx,Eq ´ 3κ0
4
n for any g P D8pxq.
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Proof. Let exp denote the exponential map of the Riemannian manifold P . For
each x P P close to the equator we may write x “ expv v

K for a (unique) vK P EK
with }vK} “ dpx, vq “ dpx,Eq. Then

lim
xÑE

dpgx,Eq
}DgKv vK} “ lim

xÑE

dpexpgv DgvvK, Eq
}DgKv vK} “ 1

and the limits are uniform in g P supp ν
pnq8 . In particular, there exists ρ0 “

ρ0pν8, nq ą 0 such that

(5.18) dpx,Eq ď ρ0 ñ
ˇ̌̌
log

dpgx,Eq
dpx,Eq ´ log

}DgKv vK}
}vK}

ˇ̌̌
ă κ0

4
n

for every g P supp ν
pnq
8 . Define D8pxq to be the set E0pν8, δ, n, vKq given by Propo-

sition 5.5. Then (5.17) follows from (5.18) and part (1) of Proposition 5.5. �

We also need to extend these estimates from k “ 8 to every large k P N:

Corollary 5.7. For any n ě N and ρ P p0, ρ0q there is k0 “ k0pν8, δ, n, ρq P N and

for any x P P with ρ ď dpx,Eq ď ρ0 there is Dkpxq “ Dkpν8, δ, n, ρ, xq Ă supp ν
pnq
k

such that ν
pnq
k pDkpxqcq ă δ and

(5.19) ´ log dpgx,Eq ď ´ log dpx,Eq ´ κ0

2
n for any g P Dkpxq and k ě k0.

Proof. Let n ě N and ρ P p0, ρ0q be fixed. The set K “ tx P P : ρ ď dpx,Eq ď ρ0u
is compact. By continuity, there exists θ “ θpν8, n, ρq ą 0 (keep in mind that
κ0 “ κ0pν8q and ρ0 “ ρ0pν8, nq), such that

(5.20)
ˇ̌̌
log

dpgx,Eq
dpx,Eq ´ log

dphy,Eq
dpy, Eq

ˇ̌̌
ă κ0

4
n

for any g P Bph, θq and x P Bpy, θq and h P supp ν
pnq8 and y P K. Choose a finite

set txj : j “ 1, . . . , lu Ă K such that the balls Bpxj , θq, j “ 1, . . . , l cover K. For
each x P K choose j P t1, . . . , lu such that x P Bpxj , θq and define

(5.21) Dkpxq “ “
θ-neighborhood of D8pxjq‰X supp ν

pnq
k .

Let x P K and g P Dkpxq. By definition, there exist xj P K and h P D8pxjq such
that dpx, xjq ă θ and dpg, hq ă θ. Then (5.20) gives that

´ log dpgx,Eq ď ´ log dpx,Eq ´ log dphxj , Eq ` log dpxj , Eq ` κ0

4
n,

whereas (5.17) gives that ´ log dphxj , Eq ď ´ log dpxj , Eq´ p3{4qκ0n. Substituting
the latter in the former one obtains (5.19). Since ν

pnq
k converges to ν

pnq8 in the

weak˚ topology, the limit inferior of the ν
pnq
k -measures of (5.21) is greater than or

equal to

ν
pnq
8 pD8pxjqq ą 1´ δ

for any j “ 1, . . . , l. In particular, there is k0 “ k0pν8, δ, n, ρq P N such that

ν
pnq
k pDkpxqq ą 1´ δ for every k ě k0 and x P K.

This completes the argument. �
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6. A toolbox

Here we collect several fairly general ideas and facts that are required for the
continuation of our arguments. The proofs themselves will not be used in what
follows, so the reader is advised to skip them at this stage, and to return to this
section for reference along the way, as needed. In our applications, the metric spaces
X and X 1 will be suitable subsets of Grassmannian manifolds or flag varieties.

6.1. Couplings. Let η and η1 be measures on measurable spaces X and X 1, re-
spectively, with ηpXq “ η1pX 1q. A measure η̃ on X ˆX 1 is a coupling of η and η1
if it projects to η on the first factor and to η1 on the second factor, that is, if

η̃pAˆX 1q “ ηpAq and η̃pX ˆA1q “ η1pA1q
for any measurable sets A Ă X and A1 Ă X 1. When η “ η1 (and X “ X 1) we
call η̃ a self-coupling of η. A self-coupling is symmetric if it is invariant under the
involution ι : px, x1q ÞÑ px1, xq.

For example, the diagonal embedding of a measure η on X is the symmetric
self-coupling η̃ of η defined by

(6.1) η̃pBq “ ηptx P X : px, xq P Buq.
Another simple example of a coupling is the scaled product

(6.2) η̃ “ 1

c
pη ˆ η1q, where c “ ηpXq “ η1pX 1q.

Couplings are far from being unique, which turns out to be a very convenient
feature in our context. Especially, we will use the following elementary construction:

Lemma 6.1. Suppose that A Ă X and A1 Ă X 1 are such that ηpAq ă ηpXzAq
and η1pA1q ă η1pX 1zA1q. Then there exists a coupling η̃ of η and η1 such that
η̃pAˆA1q “ 0.

Proof. Let B “ XzA and B1 “ X 1zA1 and then take

(6.3)

η̃ “ 1

η1pB1q pη | Aq ˆ pη1 | B1q ` 1

ηpBq pη | Bq ˆ pη1 | A1q

`
ˆ

1

ηpBq `
1

η1pB1q ´
c

ηpBqη1pB1q
˙
pη | Bq ˆ pη1 | B1q,

where c “ ηpXq “ η1pX 1q. �

Lemma 6.2. Let Aj Ă Cj Ă X and A1j Ă C 1
j Ă X 1, j “ 1, . . . , k be such that

(1) ηpCjq ă ηpXzCjq and η1pC 1
jq ă η1pX 1zC 1

jq for 1 ď j ď k;

(2) Aj ˆpX 1zC 1
jq and pXzCjqˆA1j are disjoint from AiˆA1i for 1 ď i ă j ď k.

Then there exists a coupling η̃ of η and η1 such that η̃pAjˆA1jq “ 0 for j “ 1, . . . , k.

Proof. We are going to construct couplings η̃j , j “ 1, . . . , k of η and η1 such that

(6.4) η̃jpAi ˆA1iq “ 0 for any 1 ď i ď j.

Then it suffices to take η̃ “ η̃k.
The case j “ 1 of (6.4) is contained in Lemma 6.1. We proceed by induction.

Let j P t2, . . . , ku and assume that we have constructed a coupling η̃j´1 of η and η1
such that Ai ˆAi has zero measure for every i “ 1, . . . , j ´ 1. We claim that

(6.5) η̃j´1pCj ˆ C 1
jq ă η̃j´1pCc

j ˆ pC 1
jqcq,
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where Cc
j “ XzCj and pC 1

jqc “ X 1zC 1
j . Indeed, suppose that η1pC 1

jq ď ηpCjq.
Recall that ηpCjq ă ηpCc

j q, by assumption. Moreover,

‚ η̃j´1pCj ˆ C 1
jq ` η̃j´1pCc

j ˆ C 1
jq “ η1pC 1

jq,
‚ η̃j´1pCc

j ˆ C 1
jq ` η̃j´1pCc

j ˆ pC 1
jqcq “ ηpCc

j q.
Combining these relations we get the inequality in (6.5). The case ηpCjq ď η1pC 1

jq
is analogous, and so the claim is proved. In particular, the following number is
smaller than 1:

θj “ η̃j´1pAj ˆA1jq
η̃j´1pCc

j ˆ pC 1
jqcq .

Let π : X ˆX 1 Ñ X and π1 : X ˆX 1 Ñ X 1 be the canonical projections. Let ζj
be the scaled product of π˚

`
η̃j´1 | Aj ˆA1j

˘
and θjπ

1̊ `η̃j´1 | Cc
j ˆ pC 1

jqc
˘
, and ζ 1j

be the scaled product of θjπ˚
`
η̃j´1 | Cc

j ˆ pC 1
jqc

˘
and π1̊

`
η̃j´1 | Aj ˆA1j

˘
. Then

define

(6.6) η̃j “ η̃j´1 ´ `
η̃j´1 | Aj ˆA1j

˘´ θj
`
η̃j´1 | Cc

j ˆ pC 1
jqc

˘` ζj ` ζ 1j .

It is clear that η̃j is a (positive) measure, because θj ă 1. It is also clear that η̃j is
a coupling of η and η1:
π˚η̃j “ π˚η̃j´1 ´ π˚

`
η̃j´1 | Aj ˆA1j

˘´ θjπ˚
`
η̃j´1 | Cc

j ˆ pC 1
jqc

˘
` π˚

`
η̃j´1 | Aj ˆA1j

˘` θjπ˚
`
ηj´1 | Cc

j ˆ pC 1
jqc

˘ “ π˚η̃j´1 “ η

and, analogously, π1̊ η̃j “ η1. Note also that η̃jpAj ˆ A1jq “ 0. Moreover, ζj is

concentrated in Aj ˆ pC 1
jqc and ζ 1j is concentrated in Cc

j ˆA1j . Since both sets are

assumed to be disjoint from Ai ˆA1i, we get that

η̃j
`
Ai ˆA1i

˘ ď η̃j´1

`
Ai ˆA1i

˘ “ 0 for i “ 1, . . . , j ´ 1.

This completes the induction. �

Remark 6.3. By construction, the coupling η̃ varies continuously with η and η1
in the weak˚-topology at all points such that the boundaries of all Aj and Cj have
zero η-measure and the boundaries of all A1j and C 1

j have zero η1-measure.

Remark 6.4. The constructions in Lemmas 6.1 and 6.2 preserve the class of non-
atomic measures and, when X is an algebraic variety, also the class of generic
measures: if η and η1 are generic then so is the coupling η̃. That follows directly
from Remark 5.1 and the expressions (6.3) and (6.6).

Remark 6.5. When X “ X 1, these constructions are involution-invariant in the
following sense. First, in Lemma 6.1 the coupling η̃ given by (6.3) is replaced
with ι˚η̃ when one exchanges the roles of η,A and η1, A1. In particular, if η “ η1
and A “ A1 then the self-coupling η̃ is symmetric. In Lemma 6.2 we may take
ζ 1j “ ι˚ζj and then the coupling η̃j is replaced with ι˚η̃j when the roles of η,Ai, Ci

and η1, A1i, C 1
i are exchanged. In particular, if η “ η1, Ai “ A1i, and Ci “ C 1

i then
the self-coupling η̃ “ η̃k is symmetric.

Proposition 6.6. Let K be a compact subset of the product X ˆX 1 such that

Kpx1q “ ty P X : py, x1q P Ku and K 1pxq “ ty1 P X 1 : px, y1q P Ku.
satisfy

(6.7) η
`
Kpx1q˘ ă η

`
XzKpx1q˘ and η1

`
K 1pxq˘ ă η1

`
X 1zK 1pxq˘
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for every px, x1q P X ˆX 1. Then there exists a coupling η̃ of η and η1 that vanishes
on a neighborhood of K.

Proof. We are going to find open setsAj Ă Cj Ă X and A1j Ă C 1
j Ă X 1, j “ 1, . . . , k,

such that

(a) ηpCjq ă ηpXzCjq and ηpC 1
jq ă ηpXzC 1

jq;
(b) Aj ˆA1j is disjoint from pXzCiq ˆA1i and Ai ˆ pXzC 1

iq;
(c) and the union of the products Aj ˆA1j contains K.

Then, by Lemma 6.2, there exists a coupling η̃ of η and η1 vanishing on the union
of Aj ˆ A1j , j “ 1, . . . , k, which gives the claim of the present lemma. So let us
explain how to construct such sets.

By compactness, there exists ε ą 0 such that (6.7) remains valid when Kpx1q
and K 1pxq are replaced with their 10ε-neighborhoods. Let ε be fixed. Also by
compactness, the maps x ÞÑ K 1pxq and x1 ÞÑ Kpx1q are upper semicontinuous. In
particular, for any x P X and x1 P X 1 there exist δpxq ą 0 and δ1px1q ą 0 such that

(6.8)
K 1pyq Ă Bε

`
K 1pxq˘ if dpx, yq ă 4δpxq and

Kpy1q Ă Bε

`
Kpx1q˘ if dpx1, y1q ă 4δpx1q.

It is no restriction to assume that δpxq and δ1px1q are bounded by ε, and we do so.
Let px1, x11q, . . . , pxk, x1kq P K be such that Bpxj , δpxjqqˆBpx1j , δ1px1jqq, j “ 1, . . . , k
cover K. Initially, define

(6.9)
Aj “ Bpxj , 3δpxjqq, A1j “ Bpx1j , 3δ1px1jqq

Cj “ B
`
Kpx1jq, 10ε

˘
, C 1

j “ B
`
K 1pxjq, 10ε˘ .

Note that Aj Ă Cj and A1j Ă C 1
j since pxj , x1jq P K and δ, δ1 ď ε. Conditions (a)

and (c) are clearly satisfied, but not necessarily (b). In the following we replace
the sets Aj and A1j with suitable subsets, in such a way as to achieve (b) while
preserving (c). The condition (a) is clearly not affected.

xj

x1i

x1j

Aj

A1i

A1j
XzCi

y

y1

z

Figure 1. Trimming the sets Aj and A
1
j : to achieve the disjoint-

ness condition (c), in the situation described in the figure Aj ˆA1j
is replaced with AjˆpA1jzĀ1iq, which corresponds to the shaded re-
gion. A dual operation is applied to Aj , and the whole procedure
is repeated for every i and j.
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Consider any i, j “ 1, . . . , k. If Aj ˆ A1j is disjoint from Ai ˆ pX 1zC 1
iq and

pXzCiqˆA1i there is nothing to do. Next, let us consider the case when there exists
py, y1q in `

Aj ˆA1j
˘XppXzCiq ˆA1iq. See Figure 1. We claim that AjˆBpx1i, 4δpx1iq

is disjoint fromK. Indeed, suppose there existed z P Aj and y
2 P Bpx1i, 4δpx1iqq such

that pz, y1q P K. Since dpz, yq ă 6δpxjq ď 6ε, it would follow that y P BpKpy2q, 6εq.
On the other hand, Kpy2q Ă BpKpx1iq, εq because dpy2, x1iq ă 4δpx1iq. Hence, we
would have y P BpKpx1iq, 7εq, which would contradict the fact that y P XzCi. This
contradiction proves our claim. Now, this ensures that Aj ˆ Ā1i is disjoint and at a

definite distance from K. Thus, we may replace A1j with A1jzĀ1i in our construction

without affecting condition (d) and, by doing it, we get thatAjˆA1j becomes disjoint

from pXzCiqˆA1i. The case when there exists py, y1q in pAj ˆA1jqXpAi ˆ pX 1zC 1
iqq

is treated in the same way, trimming A1j instead. Repeating this procedure for each
i and j, we get all three conditions (a) to (c). �

Remark 6.7. The union of the boundaries BAj over all j “ 1, . . . , k does not
increase under the trimming operation, and the same holds for the union of the
boundaries BA1j over j “ 1, . . . , k.

Next we want to state and prove a parametrized version of Proposition 6.6. The
following elementary fact will be useful at other places as well:

Lemma 6.8. Let g : Z ˆ T Ñ R be a bounded measurable function, where Z is a
metric space and pT, µq is a probability space. Let z0 P Z be such that the set Dpz0q
of values of t P T such that z ÞÑ gpz, tq is discontinuous at z0 has zero µ-measure.
Then z ÞÑ ş

T
gpz, tq dµptq is continuous at z “ z0.

Proof. Fix any ε ą 0. For each k P N, denote by Tk the set of values of t P T such
that |gpz0, tq ´ gpz, tq| ď ε for any z in the p1{kq-neighborhood of z0. The sequence
Tk is non-decreasing and the assumption ensures that YkTk has full µ-measure. Fix
k such that µpT c

k q ă ε. Then for any z in the p1{kq-neighborhood of z0,ˇ̌̌̌ż
T

gpz0, ¨q dµ´
ż
T

gpz, ¨q dµ
ˇ̌̌̌
ď ε`

ˇ̌̌̌
ˇ
ż
T c
k

gpz0, ¨q dµ
ˇ̌̌̌
ˇ`

ˇ̌̌̌
ˇ
ż
T c
k

gpz, ¨q dµ
ˇ̌̌̌
ˇ ď p1` 2}g}qε.

Since ε ą 0 is arbitrary, this proves that z0 is a continuity point. �

Proposition 6.9. Let X, X 1, Y , and Y 1 be compact metric spaces, K be a compact
subset of X ˆ X 1, and η “ tηy : y P Y u and η1 “ tη1y1 : y1 P Y 1u be continuous

families of probability measures on X and X 1, respectively, such that

(6.10) ηy
`
Kpx1q˘ ă ηy

`
XzKpx1q˘ and η1y1

`
K 1pxq˘ ă η1y1

`
X 1zK 1pxq˘ .

for every px, x1q P X ˆ X 1 and py, y1q P Y ˆ Y 1. Then there exists a continuous
family η̃ “ tη̃y,y1 : py, y1q P Y ˆ Y 1u of probability measures on X ˆ X 1 such that
each η̃y,y1 is a coupling of ηy and η1y1 vanishing on a uniform neighborhood of K.

Proof. By compactness, the assumption (6.10) implies that there exists ε ą 0 such
that

ηypBpKpx1q, 10εqq ă ηypXzBpKpx1q, 10εqq and
η1y1pBpK 1pxq, 10εqq ă η1y1pX 1zBpK 1pxq, 10εqq

for every px, x1q P X ˆX 1 and py, y1q P Y ˆ Y 1. Fix ε and let δpxq, δ1px1q P p0, εq be
as in (6.8). Let px1, x11q, . . . , pxk, x1kq P K be such that Bpxj , δpxjqq ˆBpx1j , δ1px1jqq,
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j “ 1, . . . , k cover K. For each s P r0, 1s and j “ 1, . . . , k, define

(6.11)
Aj,s “ Bpxj , p3´ sqδpxjqq, A1j,s “ Bpx1j , p3´ sqδ1px1jqq

Cj,s “ B
`
Kpx1jq, p10´ sqε˘ , C 1

j,s “ B
`
K 1pxjq, p10´ sqε˘ .

Applying to the measures ηy and η1y1 , and the sets Aj,s, Cj,s, A
1
j,s, and C

1
j,s the

same construction in Lemma 6.2, we find for each s P r0, 1s and py, y1q P Y ˆ Y 1 a
coupling η̃y,y1,s of ηy and η1y1 which vanishes on a neighborhood of K independent

of both s and py, y1q. (recall that the trimming is always done at a definite distance
from K).

By Remark 6.3, for each fixed s P r0, 1s the map py, y1q ÞÑ η̃y,y1,s is discontinuous
at a given point pz, z1q P Y ˆ Y 1 only if the union of the boundaries of Aj,s and
Cj,s has positive measure for ηz or the union of the boundaries of A1j,s and C 1

j,s

has positive measure for η1z1 . In the setting of (6.11), the boundaries of the Aj,s

are pairwise disjoint for each fixed j, and the same is true for the Cj,s, A
1
j,s, and

C 1
j,s. Thus, positive measure may occur only for a countable subset of values of s.

Remark 6.7 ensures that the latter conclusion remains valid after the trimming. In
conclusion, every pz, z1q P Y ˆY 1 is a continuity point of py, y1q ÞÑ η̃y,y1,s for all but
countably many values of s P r0, 1s. Then, using Lemma 6.8,

η̃y,y1 “
ż 1

0

η̃y,y1,s ds

is a coupling of ηy and η1y1 depending continuously on y and y1 and vanishing on a
uniform neighborhood of K. �

Remark 6.10. When X “ X 1 and the set K Ă X ˆX is symmetric, one may ex-
change Aj , Cj with A

1
j , C

1
j in (6.9), and Aj,s, Cj,s with A

1
j,s, C

1
j,s in (6.11). Thus (re-

call Remark 6.5) when the roles of η and η1 are exchanged the coupling η̃ is replaced
with ι˚η̃ in Proposition 6.6 and each η̃y1,y is replaced with ι˚η̃y,y1 in Proposition 6.9.
In particular, if η “ η1 and Y “ Y 1 then the self-coupling η̃ in Proposition 6.6 is
symmetric, and the family η̃ in Proposition 6.9 is involution-invariant, meaning
that η̃y1,y “ ι˚η̃y,y1 for every py, y1q P Y ˆ Y .

The following special case of Proposition 6.6 will be useful:

Corollary 6.11. Let X “ X 1 and assume that η and η1 satisfy ηptxuq ă ηpXztxuq
and η1ptxuq ă η1pXztxuq for every x P X. Then there exists a coupling η̃ of η and
η1 that vanishes on a neighborhood of the diagonal of X ˆ X. If η “ η1 then the
self-coupling η̃ may be chosen to be symmetric.

6.2. Markov operators. LetX be a metric space. We denote by BpXq the Banach
space of bounded measurable functions on X , with the norm

}ψ} “ supt|ψpxq| : x P Xu.
A Markov operator is a linear operator T : BpXq Ñ BpXq of the form

(6.12) T ψpxq “
ż
X

ψpyq dσxpyq
where tσx : x P Xu is a measurable family of probability measures on X . It is
clear that T is a bounded operator, with }T } “ 1. We call it continuous if the
map x ÞÑ σx is continuous relative to the weak˚ topology. Then T preserves the
subspace CpXq of bounded continuous functions.
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The dual operator T ˚ is defined on the space of bounded finitely additive signed
measures η on X with the total variation norm (see [29, IV.4.5]) by

(6.13) T ˚η “
ż
X

σx dηpxq.
The two are related by

(6.14)

ż
X

ψ d pT ˚ηq “
ż
X

pT ψq dη for every ψ and η.

A measure η is T -invariant if T ˚η “ η. If T is continuous then T ˚ preserves the
subspace of bounded (countably additive) signed measures on X .

Remark 6.12. If tσx : x P Xu is such that every σx is a generic measure then, cf.
Remark 5.1, the range of the associated dual Markov operator T ˚η “ ş

X
σx dηpxq is

contained in the space of generic measures. In particular, any T -invariant measure
is a generic measure.

Suppose that X comes with a transitive G–action pg, xq ÞÑ gx. Grassmannian
manifolds Grpr, dq and flag varieties Fpr, dq are the examples we have in mind.
Then, to any probability measure ν on G we may associate the Markov operators
Pν and Pν̊ in (3.1), (3.2), and (5.1)

(6.15) Pνψpxq “
ż
G

ψpgxq dνpgq and Pν̊ η “
ż
G

pg˚ηq dνpgq.
This corresponds to (6.12) with σx “ the push-forward of ν under the map g ÞÑ gx.
Note that Pν is continuous if the G-action is continuous, and a measure η on Z is
Pν-invariant precisely if it is ν-stationary. These are the fundamental examples of
Markov operators in our context, but we will have to deal with other types as well.

One reason is that the kind of conclusion we are seeking, namely, that stationary
measures give small weights to a neighborhood of the equator is local in nature.
That is consistent with the fact that the information on the dynamics we can
extract from Proposition 5.5 is clearly local. In contrast, the property of being a
stationary measure is not local: the restriction of a Pν-invariant measure η to some
set U Ă X is usually not a Pν-invariant measure. The way we handle this is by
finding a “localized” Markov operator, related to the original one and to the domain
U in an explicit manner, with respect to which the restriction η | U is indeed an
invariant measure.

Remark 6.13. The assumption that the G-action on X is transitive means that
GÑ X , g ÞÑ gx is surjective for any fixed x P X . Then every probability measure
σ on X lifts (non-uniquely) to a probability measure µ on G: use the Hahn–Banach
and Riesz–Markov theorems. In particular, (6.12) may be written in the form

T ψpxq “
ż
G

ψpgxq dµxpgq
for some family tµx : x P Xu of probability measures on G. This general statement
is not used in the present paper, but an explicit construction in a special case will
appear in Lemma 16.1.

Proposition 6.14. Let T : BpXq Ñ BpXq be a Markov operator, η be a T -
invariant measure, and U Ă X be such that ηpUq ą 0. Then there exists a Markov
operator TU : BpUq Ñ BpUq that leaves invariant the normalized restriction ηU of
η to the subset U .
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Proof. We are going to find tσU,x : x P Uu such that TUψpxq “ ş
U
ψpyq dσU,xpyq

preserves ηU . Let χU denote the characteristic function of U . Since η is T -invariant,

0 “
ż
X

pT χU ´ χU q dη “
ż
X

„ż
X

χU pyq dσxpyq ´ χU pxq

dηpxq

“
ż
U

rσxpUq ´ 1s dηpxq `
ż
Uc

σxpUq dηpxq,

that is,

(6.16)

ż
U

σxpU cq dηpxq “
ż
Uc

σxpUq dηpxq.

Let J be this number. If J “ 0, there is not much to do: ηU turns out to be
T -invariant, and it suffices to take σU,x “ σx for x P U . If J ą 0, define

(6.17) σU,x “ pσx | Uq ` σxpU cq 1
J

ż
Uc

pσz | Uq dηpzq

for each x P U . In other words,

TUψpxq “
ż
U

ψpyq dσxpyq ` σxpU cq 1
J

ż
Uc

ż
U

ψpyq dσzpyq dηpzq

and TŮ ξ “
ż
U

pσx | Uq dξpxq `
ż
U

σxpU cq dξpxq 1
J

ż
Uc

pσz | Uq dηpzq

Observe that σU,x is a probability on U :

σU,xpUq “ σxpUq ` σxpU cq1
I

ż
Uc

σxpUq dξpxq “ σxpUq ` σxpU cq “ 1.

Moreover, by the definition of J ,

T ˚ηU “
ż
U

pσx | Uq dηU pxq `
ż
U

σxpU cq dηU pxq 1
J

ż
Uc

pσz | Uq dηpzq

“ 1

ηpUq
ˆż

U

pσx | Uq dηpxq `
ż
Uc

pσz | Uq dηpzq
˙
“ 1

ηpUq
ż
X

pσx | Uq dηpxq.

Each ψ P BpUq may be viewed as an element of BpXq that vanishes outside U .
Thenż

U

ψ d pTŮ ηU q “ 1

ηpUq
ż
X

ż
U

ψpyq dσxpyq dηpxq “ 1

ηpUq
ż
X

ż
X

ψpyq dσxpyq dηpxq

“ 1

ηpUq
ż
X

T ψpxq dηpxq “ 1

ηpUq
ż
X

ψpxq dηpxq “
ż
U

ψ dηU .

Thus, T ˚ηU “ ηU , as we wanted to prove. �

The operator TU in Proposition 6.14 need not be continuous, in general. In the
next proposition we fix that problem.

Proposition 6.15. Let T : BpXq Ñ BpXq be a Markov operator, η be a T -
invariant measure, and U Ă X be such that ηpUq ą 0. Assume that x ÞÑ σx is
continuous on U . Then there is a continuous Markov operator TU : BpUq Ñ BpUq
such that the normalized restriction ηU is TU -invariant.
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Proof. The strategy is to consider a monotone family tUt : t P r0, 1su of subsets of
U with pairwise disjoint boundaries, and to associate to each Ut a Markov operator
Tt such that Tt̊ ηU “ ηU . These operators will still be discontinuous, but we can
get rid of the discontinuities by integrating with respect to t. The details follow.

As before, let J be the number in (6.16). When J “ 0 there is nothing to do,
because in that case the construction in Proposition 6.14 does yield a continuous
Markov operator TU . From now on, assume that J ą 0. Let a ą 0 be a small
number. For each t P r0, 1s, define Ut “ tx P U : dpx, U cq ě atu and

Jptq “
ż
U

σxpU c
t q dηpxq.

Note that Jptq ě J ą 0. Then let ξt be the probability measure defined on U by

(6.18)

ż
U

pσx | Utq dηpxq ` Jptqξt “ η | U.

Observe that ξt is well defined (each σx | Ut may be viewed as a measure on U ,
since Ut Ă U , and so all the terms in this identity are measures on U) and it is
indeed a probability measure.

Now let Tt : BpUq Ñ BpUq be the Markov operator associated to the family

(6.19) σx,t “ pσx | Utq ` σxpU c
t qξt

of probability measures on U . Condition (6.18) means that ηU is Tt-invariant:

(6.20)

T ˚
t ηU “

ż
U

pσx | Utq dηU pxq `
ż
U

σxpU c
t qξt dηU pxq

“
ż
U

pσx | Utq dηU pxq ` Jptq
ηpUqξt “ ηU .

Next, define TU to be the Markov operator associated to the family of probability
measures

(6.21) σU,x “
ż 1

0

σx,t dt.

It is clear from (6.20) that ηU is TU -invariant.
We are left to show that the map x ÞÑ σU,x is continuous with respect to the

weak˚ topology, that is, that

(6.22) x ÞÑ
ż
ϕdσU,x “

ż 1

0

ˆż
Ut

ϕpyq dσxpyq ` σxpU c
t q
ż
U

ϕpzq dξtpzq
˙
dt

is continuous for any bounded continuous function ϕ : U Ñ R. This will be a
consequence of the following fact:

Lemma 6.16. Let Z be a metric space, σ0 be a probability measure on Z and
g : Z Ñ R be a measurable function such that the closure of the set of discontinuity
points has zero σ0-measure. Then σ0 is a continuity point of the map σ ÞÑ ş

Z
g dσ

in the space of probability measures on Z with the weak˚ topology.

Proof. Denote by R the closure of the set of discontinuity points. Given ε ą 0, let V
be an open neighborhood of R whose closure V satisfies σ0pV q ă ε. Then σpV q ă ε

for any σ in a weak˚ neighborhood of σ0. By the Tietze extension theorem, there
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exists a continuous function h : Z Ñ R coinciding with g on the complement of V
and satisfying }h} ď }g}. Thenˇ̌̌̌ż

Z

g dσ ´
ż
Z

g dσ0

ˇ̌̌̌
ď
ˇ̌̌̌ż

Z

h dσ ´
ż
Z

h dσ0

ˇ̌̌̌
` 4}g}ε ď p1` 4}g}q ε

for any σ in a weak˚ neighborhood of σ0. Thus, σ0 is a continuity point. �

Going back to proving the proposition, fix any z P U and consider Z “ X and
σ0 “ σz . Keep in mind that x ÞÑ σx is assumed to be continuous on U . Thus,
applying Lemma 6.16 twice, to g “ ϕχUt

and to g “ χUc
t
, we see that z is a point

of discontinuity of

(6.23) x ÞÑ
ż
Ut

ϕpyq dσxpyq ` σxpU c
t q
ż
U

ϕpzq dξtpzq
only if the boundary BUt “ BU c

t has positive measure for σz . Since these boundaries
are pairwise disjoint when t varies, the latter can only happen for countably many
values of t. Thus, we may apply Lemma 6.8 to Z “ X and the function gpx, tq
given by the right-hand side of (6.23), to conclude that (6.22) is continuous. �

Remark 6.17. The localization procedure in Propositions 6.14 and 6.15 preserves
the class of non-atomic measures and, when X is an algebraic variety, also the class
of generic measures. That is a direct consequence of (6.17), (6.18), (6.19), and
Remark 5.1.

6.3. Invariant couplings. Let X be a metric space X and T : BpXq Ñ BpXq be
a Markov operator, given by

T ψpxq “
ż
X

ψpyq dσxpyq.
A self-coupling of T is a Markov operator rT : BpX ˆXq Ñ BpX ˆXq of the form

(6.24) rT ψ̃px, x1q “ ż
XˆX1

ψ̃py, y1q dσ̃x,x1py, y1q

where each σ̃x,x1 is a coupling of σx and σ1x1 . The self-coupling rT is continuous if
the map px, x1q ÞÑ σx,x1 is continuous on X ˆX .

Lemma 6.18. If η̃ is a coupling of η and η1 and rT is a self-coupling of T thenrT ˚η̃ is a coupling of T ˚η and T ˚η1.
Proof. Let ψ̃ : XˆX Ñ R be any bounded measurable function that depends only
on the first variable: ψ̃px, x1q “ ψpxq for some ψ P BpXq. By definition,ż

XˆX

ψ̃ dprT ˚η̃q “
ż
XˆX

ż
XˆX

ψ̃py, y1q dσ̃x,x1py, y1q dη̃px, x1q

“
ż
XˆX

ż
XˆX

ψpyq dσ̃x,x1py, y1q dη̃px, x1q.
Since σ̃x,x1 projects to σx and η̃ projects to η on the first factor, this last expression
may be written asż

XˆX

ż
X

ψpyq dσxpyq dη̃px, x1q “
ż
X

ż
X

ψpyq dσxpyq dηpxq “
ż
X

ψ dpT ˚ηq.

This proves that rT ˚η̃ projects to T ˚η on the first factor. Analogously, it projects
to T ˚η1 on the second factor. �
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Lemma 6.19. Assume that X is compact and rT is continuous, and let η and η1 be
T -invariant probability measures on X. Given any coupling η̃0 of η and η1, every
accumulation point η̃ of the sequence

η̃n “ 1

n

n´1ÿ
j“0

rT n˚η̃0

is a rT -invariant coupling of η and η1. In particular, rT -invariant couplings do exist.

Proof. By Lemma 6.18, every η̃n is a coupling of η and η1. By compactness, there
exists pniqi Ñ 8 such that pη̃ni

qi converges to some η̃ in the weak˚ topology.

Clearly, η̃ is still a coupling of η and η1. Let ψ̃ : X ˆ X Ñ R be any bounded

continuous function. The assumption ensures that rT ψ̃ is also continuous. Thus,ż
XˆX

´rT ψ̃ ´ ψ̃
¯
dη̃ “ lim

i

ż
XˆX

´rT ψ̃ ´ ψ̃
¯
dη̃ni

“ lim
i

ż
XˆX

1

ni

´rT niψ̃ ´ ψ̃
¯
dη̃0 “ 0

(recall that }rT nψ̃} ď }ψ̃} for every n). Thus, rT ˚η̃ “ η̃, as we wanted to prove. �

Remark 6.20. A self-coupling rT is symmetric if σx1,x “ ι˚σx,x1 for all x, x1 P X .

If rT is symmetric and η̃ is a symmetric self-coupling of η1 then rT ˚η̃ is a symmetric

self-coupling of rT ˚η. Moreover, the rT -invariant self-coupling η̃ in Lemma 6.19 may
be taken to be symmetric.

6.4. Margulis functions. As before, let

T : BpXq Ñ BpXq, T ψpxq “
ż
X

ψpyq dσxpyq
be a Markov operator on a metric space X . Let X “ A Y B be a partition of X
into disjoint sets A and B. An (additive) Margulis function for T relative to pA,Bq
is a measurable function Ψ : X Ñ r0,8s such that there exist κA ą 0 and κB ą 0
such that

T Ψpxq ď Ψpxq ´ κA for every x P A(6.25)

T Ψpxq ď Ψpxq ` κB for every x P B.(6.26)

(Ψ is usually not bounded, but its image under T is easily defined using monotone
convergence: let T Ψ “ limn T pmintΨ, nuq. Then

ş
X
T Ψ dζ “ ş

Ψ d pT ˚ζq for any
probability measure ζ on X .) We make following technical assumption, which is
used in the context of (6.30): there exists L ą 0 such that Ψ is lower semi-continuous
on Ψ´1prL,8sq.

Margulis functions are a very effective tool for estimating the spatial distribution
of T -invariant measures. The simple lemma that follows illustrates this idea:

Lemma 6.21. Let Ψ : X Ñ r0,8s be a Margulis function for a Markov operator
T relative to a partition pA,Bq. Let ζ be any measure on X such that

ş
Ψ dζ ă 8

and
ş
X
T Ψ dζ ě ş

X
Ψ dζ. Then

(6.27) ζpBq ě κA

κA ` κB
ζpXq.

In particular, this holds if ζ is T -invariant and satisfies
ş
Ψ dζ ă 8.
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Proof. We haveż
X

Ψ dζ ď
ż
X

T Ψ dζ ď
ż
X

Ψ dζ ´ κAζpAq ` κBζpBq.
Thus, κAζpAq ´ κBζpBq ď 0, which is the same as (6.27). To get the last claim,
just note that

ş
X
T Ψ dζ “ ş

X
Ψ dζ if ζ is T -invariant. �

Remark 6.22. Given a set Y Ă X , we call multiplicative Margulis function for
T relative to pX,Y q any measurable function Φ : X Ñ r1,8s such that log Φ is
uniformly continuous, Φpxq “ 8 if and only if x P Y , Φ is a proper function on
XzY , and there exist constants c ă 1 and b ă 8 such that

(6.28) T Φpxq ď cΦpxq ` b for all x P X .

If Φ is a multiplicative Margulis function then logΦ is an additive Margulis function
relative to the partition pA,Bq defined by

A “ tx P X : Φpxq ą αu and B “ tx P X : Φpxq ď αu
for any α ą b{p1´ cq. Indeed, the Jensen inequality implies that

T logΦpxq ď log T Φpxq ď logpcΦpxq ` bq for every x.
Moreover,

logpcy ` bq ď
"

log y ` logpc` bq for every y ě 1
log y ` logpc` b{αq if y ą α.

Thus, we may take κA “ ´ logpc` b{αq ą 0 and any κB ě logpc` bq. On the other
hand, as was already pointed out in the Introduction, it is not true that if Ψ is an
additive Margulis function then expΨ is a multiplicative one.

Proposition 6.23. Assume that X is compact and let rT be a continuous self-

coupling of T . Let Ψ : X ˆ X Ñ r0,`8s be a Margulis function for rT which
is bounded outside every neighborhood of the diagonal, and let η be a non-atomic

T -invariant measure on X. Then one can find a rT -invariant self-coupling η̃ of η
and a sequence pη̃jqj of self-couplings of η converging to η̃ in the weak˚ topology
and such that

(6.29)

ż
XˆX

Ψ dη̃j ă 8 and

ż
XˆX

rT Ψ dη̃j ě
ż
XˆX

Ψ dη̃j for every j.

Proof. By Corollary 6.11, there exists some self-coupling η̂0 of η that vanishes on
a neighborhood of the diagonal. Then

ş
XˆX

Ψ dη̂0 is finite. Conditions (6.25) and

(6.26) imply that rT jΨpxq ď Ψpxq ` jκB for every x P X , and soż
XˆX

rT jΨ dη̂0 ď
ż
XˆX

Ψ dη̂0 ` jκB ă 8
for every j. Let η̃ “ limi η̂ni

be any weak˚ accumulation point of the sequence

η̂n “ 1

n

n´1ÿ
j“0

rT n˚η̂0.

As noted in Lemma 6.19, every η̂n is a self-coupling of η with
ş
XˆX

Ψ dη̂n ă 8,

and η̃ is a rT -invariant self-coupling of η.
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If
ş
X
Ψ dη̃ is finite then the claim follows by taking η̃j “ η̃ for every j. In this

case the equality holds on the second part of (6.29). Now suppose that
ş
X
Ψ dη̃ is

infinite. By the lower semi-continuity assumption on Ψ, this implies that

(6.30)

ż
X

Ψ dη̂ni
Ñ8 as iÑ8.

Then
ş
X
Ψ d

´rT ˚nη̂0
¯
must be unbounded. In particular, one can find pmjqj Ñ 8

such thatż
XˆX

rT Ψ dη̂mj
´
ż
XˆX

Ψ dη̂mj
“ 1

mj

ˆż
XˆX

Ψ d
´rT ˚mj η̂0

¯
´
ż
XˆX

Ψ dη̂0

˙
ě 0.

Thus, it suffices to take η̃j “ η̂mj
for every j. �

6.5. Adapted operators. Let Z be an algebraic variety endowed with a continu-
ous G–action pg, zq ÞÑ gz. Let ν be a compactly supported probability measure on
G, and η be a ν-stationary probability measure on Z. For each z P Z, let νz denote
the push-forward of ν under the map g ÞÑ gz.

Let X Ă Z and aX ą 0 be some small number. Consider the family of subsets
Xt “ tx P X : dpx, ZzXq ě aXtu, t P r0, 2s. Note that t ÞÑ Xt is monotone
decreasing. Define the ν–core of X to be

(6.31) XνX “ tx P X2 : gx P X2 for all g P supp νu .
The complement BνX “ XzXνX is called the ν–border of X . Define also

(6.32) X#
ν X “  

x P XνX : g´1x P XνX for all g P supp ν
(
.

It is clear that X#
ν X Ă XνX Ă X2 Ă X . Moreover,

νx pXzX2q “ 0 for all x P XνX , and(6.33)

νx
`
X#

ν X
˘ “ 0 for all x P BνX .(6.34)

Example 6.24. In our initial applications, Z will be a Grassmannian manifold
Grpr, dq andX will be the closed ε-neighborhoodErpεq of the subset of r-dimension-
al subspaces of Rd contained in the equator E. Later we will also take Z to be a flag
variety Fpr, dq and X to be the closed subset Er̨ pεq of flags whose r-coordinate Fr is
in Erpεq. We will always take aX “ ε{100, which means that Xt “ Erpp1´ t{100qεq
and Xt “ Er̨ pp1´ t{100qεq, respectively, for all t P r0, 2s.

A Markov operator T : BpXq Ñ BpXq is said to be adapted to pν,Xq if the
associated family of probability measures tσx : x P Xu satisfies

(a) σx “ νx for every x in a neighborhood of the ν-core XνX ;
(b) σxpX#

ν Xq “ 0 for every x in the ν-border BνX ;
(c) σx is generic for every x P X .

The assumption of the next proposition implies that x ÞÑ σx is continuous on U ,
and so Proposition 6.15 does hold in this setting. The assumption is satisfied, in
particular, if the Markov operator T is adapted to pν,Xq and U is a subset of the
ν-core of X .

Proposition 6.25. Let T : BpXq Ñ BpXq be a Markov operator, η be a T -
invariant measure, and U Ă X be such that ηpUq ą 0. Suppose that

(a) σx “ νx for every x P U ;
(b) σxpX#

ν Uq “ 0 for every x R U ;
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(c) σx is a generic measure for every x P X.

Then the continuous Markov operator TU : BpUq Ñ BpUq given by Proposition 6.15
is adapted to pν, Uq.
Proof. Let U c “ XzU and U c

t “ XzUt. Recall that TU is given by the probability
measures σU,x defined in (6.21). Since η “ ş

X
σy dηpyq, because η is assumed to be

T -invariant, the definition (6.18) of ξt means that

ξt “ 1

Jptq
ˆż

Uc

pσy | Uq dηpyq `
ż
U

pσy | U X U c
t q dηpyq

˙
,

and so

(6.35) σx,t “ pσx | Utq ` σxpU c
t q

Jptq
ˆż

Uc

pσy | Uq dηpyq `
ż
U

pσy | U X U c
t q dηpyq

˙
.

Condition (c) in the definition of an adapted operator follows directly from Re-
mark 6.17. Let us check conditions (a) and (b).

If x P XνU then gx P U2 for every g P supp ν. Since U1 is a neighborhood of U2,
and the support of ν is compact, it follows that there exists a neighborhood V of
XνU such that gx P U1 for every x P V and g P supp ν. Thus σxpU c

1 q “ νxpU c
1 q “ 0,

and so, for all t P r0, 1s, the second term on the right hand side of (6.35) vanishes,
which means that σx,t “ σx “ νx. Integrating with respect to t, we find that
σU,x “ σx “ νx for all x P V , which proves condition (a).

Now consider x P BνU . We claim that all three terms on the right-hand side of
(6.35) vanish on X#

ν U . Initially, (6.34) implies that σxpX#
ν Uq “ νxpX#

ν Uq “ 0,
which sets the claim for the first term. The case of the second term is an immediate
consequence of the assumption that σypX#

ν Uq “ 0 for every y P U c. Finally,
pσy | U X U c

t qpX#
ν Uq “ 0 for every y P U and t P r0, 1s, just because X#

ν U is
contained in Ut. Hence, the third term is also zero on X#

ν U . This proves that
σx,tpX#

ν Uq “ 0 for all t P r0, 1s, which implies that σU,x satisfies (b). �

Remark 6.26. By definition νxpX#
ν Uq “ 0 for every x R U . Compare conditions

(a) and (b) in Proposition 6.25.

7. Outline of the proof

Given any subspaces U and V of Rd, define

(7.1) dpU, V q “ sup
uPU

inf
vPV dpu, vq “ sup

uPU
inf
vPV | sin=pu, vq|.

Then 0 ď dpU, V q ď 1, with dpU, V q “ 0 if and only if U Ă V and dpU, V q “ 1 if
and only if U X V K ‰ t0u. In particular,

(7.2) dimU ą dimV ñ dpU, V q “ 1.

It is also clear that dpU2, V1q ě dpU1, V2q whenever U1 Ă U2 and V1 Ă V2.
The function dp¨, ¨q in (7.1) is clearly not symmetric, in general. However, its

restriction to each Grassmannian manifold Grpr, dq turns out to be a distance,
invariant under the action of the orthogonal group Opdq on the Grassmannian.
The case r “ 1 is just (5.16).

Let Er Ă Grpr, dq be the set of r-dimensional subspaces contained in the equator
E. In particular, Grp1, dq “ P and E1 “ E. For ε ą 0, let Erpεq Ă Grpr, dq
be the closed ε-neighborhood of Er. We also denote Erpε, ε1q “ ErpεqzErpε1q for
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0 ă ε1 ă ε. For each X “ Erpεq, we always take aX “ ε{100 in the definition (6.31)
of the ν–core XνX and the ν–border BνX .

7.1. Main inductive statement. We are going to prove Theorem B by contra-
diction: suppose that there exists a discontinuity point ν8 for the largest Lyapunov
exponent λ1. Then, as we saw in Section 5 (Proposition 5.2 and Corollary 5.4),
there exists a sequence pνkqk of generic measures with Zariski-dense supports con-
verging to some ν8 on G and such that their (unique) stationary measures pηkqk
on P converge to a ν8-stationary measure η8 satisfying η8pEq ą 0.

Theorem 7.1. Let 1 ď r ď d and suppose that there exist constants εr ą 0 and
nr P N such that:

(i) For each k P N there is a continuous Markov operator

Tk,r : BpErpεrqq Ñ BpErpεrqq, Tk,rϕpxq “
ż
Erpεrq

ϕpyq dσk,r,xpyq

adapted to pνpnrq
k , Erpεrqq.

(ii) For each k P N there is a Tk,r-invariant probability measure ηk,r on Erpεrq
such that η8,r “ limk ηk,r exists and satisfies η8,rpErq ą 0.

If r ă dimE then there exist constants εr`1 and Kr`1 P N such that (i) and (ii)
hold when r is replaced with r ` 1. If r “ dimE then (i) and (ii) cannot happen.

By Remark 6.12, the invariant measures ηk,r are automatically generic measures.

Remark 7.2. Since the support of νk is Zariski-dense, it follows from Proposi-
tion 5.2 that for each 1 ď r ď d there exists a unique νk-stationary probability
measure η̂k,r in Grpr, dq. However, even if we assume that there exists a subse-
quence along which pη̂k,1qk converges to a measure η̂8,1 with η̂8,1pEq ą 0, it is
not clear that for any r ą 1 the sequence pη̂k,rqk admits a subsequence converging
to some measure η̂8,r with η̂8,rpErq ą 0. Thus, Theorem 7.1 is not immediately
obvious. Indeed, our measures ηk,r on Erpεrq are not the normalized restrictions
of the η̂k,r .

To deduce Theorem B, note that the assumptions of Theorem 7.1 hold for r “ 1,
with n1 “ 1 and ε1 “ 1, so that E1pε1q “ P , and

Tk,1 “ Pνk : BpP q Ñ BpP q and ηk,1 “ ηk for k P N.

Indeed, it is clear that Pνk is adapted to pνk, P q and leaves ηk invariant. Recall
that νk is taken to be generic for k P N. Moreover, the limit η8,1 “ η8 satisfies
η8pEq ą 0. Then we can iterate Theorem 7.1 until we arrive at the case r “ dimE,
which leads to a contradiction, which proves Theorem B.

The proof of Theorem 7.1 occupies what is left of this paper. In the remainder of
the present section we outline the main ideas. Initially, we discuss the case r “ 1,
which involves many of the ingredients of the general step, though not all. Then
we hint at how these ideas can be extended to r ą 1.

Throughout, E1pεq2 “ E1pεq ˆ E1pεq and E1pε, ε1q2 “ E1pε, ε1q ˆ E1pε, ε1q for
any 0 ă ε1 ă ε. The following simple fact will be used a few times:

Remark 7.3. Given any β ą 0 and n P N, the neighborhood Erpαq is contained in

the ν
pnq8 -core of Erpβ{2q for all 1 ď r ď d if α is sufficiently small, depending only

on ν8, n and β. This is because the equator E is ν8-invariant. Since supp ν
pnq
k
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converges to supp ν
pnq8 , it follows that if α ą 0 is sufficiently small and k P N is large

enough, depending only on ν8, n and β, then Erpαq is contained in the ν
pnq
k -core

of Erpβq for all 1 ď r ď d.

7.2. First step. Let us consider constants ε1 ą 0 and n1 P N, continuous Markov
operators

Tk,1 : BpE1pε1qq Ñ BpE1pε1qq, Tk,1ϕpxq “
ż
G

ϕpyq dσk,1,xpyq
and Tk,1-invariant measures ηk,1 as in Theorem 7.1. We may start from n1 “ 1 and
ε1 “ 1, as in the previous section, but along the way we replace the operators with
convenient iterates, which means that n1 is increased, and we also localize them
to suitable neighborhoods of the equator E, using Propositions 6.15 and 6.25 and
Remark 7.3, which entails reducing ε1.

The way we set this is by replacing n1 with a variable n P N, which we think of
as a free parameter, and by taking Tk,1 and ε1 as functions of n. The conditions
on ε1 are given in (7.3) and (9.12), depending on ν8, δ and n. The condition on n
is stated only near the end of the construction, in (11.13), depending on ν8 and δ.

1. Up to reducing ε1 if necessary, it is no restriction to assume that

(7.3) η8,1pE1pε1qzEq ă 1

10
η8,1pEq.

That may be seen as follows. Since η8,1pE1pαqq converges to η8,1pEq as α Ñ 0,
and the limit is assumed to be positive, we have

(7.4) η8,1pE1pαqzEq ă 1

10
η8,1pEq

for every small α ą 0. By Remark 7.3,

(7.5) E1pαq is contained in the ν
pnq
k -core of E1pε1q

for every large k and every small α ą 0. Clearly,

(7.6) η8,1pBE1pαqq “ 0

for all but countably many values of α. Fix α ą 0, depending only on ν8 and ε1,
satisfying (7.4), (7.5) and (7.6).

Applying Proposition 6.25 with X “ E1pε1q, U “ E1pαq, ν “ ν
pnq
k and T “ Tk,1,

for k large, we get a continuous Markov operator

T 1
k,1 : BpE1pαqq Ñ BpE1pαqq

adapted to pνpnqk , E1pαqq and leaving invariant the normalized restriction η1k,1 of ηk,1
to Epαq. Replace ε1, Tk,1, and ηk,1 with α, T 1

k,1, and η
1
k,1, respectively. Conditions

(i) and (ii) in Theorem 7.1 are not affected by this: in particular, observe that (7.6)
ensures that pη1k,1qk Ñ η18,1. Then (7.3) just corresponds to (7.4).

We also introduce a suitable continuous self-coupling

(7.7)

rTk,1 : BpE1pε1q2q Ñ BpE1pε1q2qrTk,1ϕ̃px, x1q “ ż
E1pε1q2

ϕ̃py, y1q dσ̃k,1,x,x1py, y1q
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of the operator Tk,1 such that

(7.8) rTk,1ϕ̃px, x1q “ ż
G

ϕ̃pgx, gx1q dνpnqk pgq

when x and x1 are both close to the equator E.

2. Consider ε31 P p0, ε1q and a sequence pωk,1qk decreasing to zero. Property (7.3)
ensures that

(7.9) ηk,1pE1pε1, ε31 qq ă 2

10
ηk,1pE1pε1qq

for every large k. Define Ak and Bk “ B1 YB2
k through

Ak “ tpx, x1q P E1pε31 q2 : dpx ` x1, Eq ą ωk,1u(7.10)

B1 “ tpx, x1q P E1pε1q2 : dpx,Eq ą ε31 or dpx1, Eq ą ε31 u(7.11)

B2
k “ tpx, x1q P E1pε1q2 : dpx` x1, Eq ď ωk,1u.(7.12)

It is clear that Ak and Bk “ B1 Y B2
k are disjoint, and their union is the whole

E1pε1q2. For every large k, we have ωk,1 ă ε31 and, in view of the definition (7.1),
that ensures that B1 and B2

k are also disjoint. Moreover, (7.2) implies that B2
k “ H

if dimE “ 1.

E1pε1q2

E1pε31 q2

Ak

B1
B2

k

Figure 2. A sketch of the partition of E1pε1q2 into the sets Ak,
B1, and B2

k. The latter converges to the central point pE,Eq when
k Ñ8, because ωk,1 Ñ 0.

Suppose that for n P N sufficiently large there exist constants κA, κB ą 0 with
κA ą 9κB, and for each large k P N there exists a lower semi-continuous function
Ψk,1 : E1pε1q2 Ñ R such thatrTk,1Ψk,1px, x1q ď Ψk,1px, x1q ´ κA for every px, x1q P Ak(7.13) rTk,1Ψk,1px, x1q ď Ψk,1px, x1q ` κB for every px, x1q P Bk.(7.14)

Then Ψk,1 is a Margulis function for the operator rTk,1 relative to the partition
pAk, Bkq of E1pε1q2. Combining Proposition 6.23 with Lemma 6.21, we conclude
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that there exist self-couplings η̃k,1,j of ηk,1 such that
ş
E1pε1q2 Ψk,1 dη̃k,1,j is finite

and

(7.15)

η̃k,1,jpBkq ě κA

κA ` κB
η̃k,1,jpE1pε1q2q

ą 9

10
η̃k,1,jpE1pε1q2q “ 9

10
ηk,1pE1pε1qq.

Moreover, pη̃k,1,jqj may be taken to converge to a rTk,1-invariant self-coupling η̃k,1
of ηk,1.

The fact that η̃k,1,j is a self-coupling of ηk,1 together with the inequality (7.9)
ensure that

(7.16) η̃k,1,jpB1q ď 2ηk,1pE1pε1, ε31 qq ă 4

10
ηk,1pE1pε1qq.

Subtracting (7.16) from (7.15), we conclude that

(7.17) η̃k,1,jpB2
kq ą 5

10
ηk,1pE1pε1qq ą 0.

This yields a contradiction when dimE “ 1 because, as observed previously, in that
case the set B2

k is empty.

3. If dimE ě 2, consider the map

Σ : E1pε1q2 Ñ Grp2, dq, Σpx, x1q “ x` x1.

The fact that Σ is not defined on the diagonal of E1pε1q2 need not concern us at
this stage: we will deal with it in Section 11.3. For each large k, let ηk,2 “ Σ˚η̃k,1
and tη̂k,1,y : y P Grp2, dqu be a disintegration of η̃k,1 with respect to the partition
tΣ´1y : y P Grp2, dqu of E1pε1q2. Then define

Tk,2 : BpΣpE1pε1q2qq Ñ BpΣpE1pε1q2qq, Tk,2ψpyq “
ż
Σ´1y

rTk,1pψ ˝ Σq dη̂k,1,y.
The measure ηk,2 is Tk,2-invariant. Indeed, since η̃k,1 is rTk,1-invariant,ż

ΣpE1pε1q2q
Tk,2ψ dηk,2 “

ż
ΣpE1pε1q2q

ż
Σ´1y

rTk,1pψ ˝ Σq dη̂k,1,y dηk,2pyq
“

ż
E1pε1q2

rTk,1pψ ˝ Σq dη̃k,1 “ ż
E1pε1q2

pψ ˝ Σq dη̃k,1

“
ż
ΣpE1pε1q2q

ψ dηk,2

for any ψ P BpΣpE1pε1q2qq. Taking the limit as j Ñ8 in (7.17), we find that

(7.18) η̃k,1pB2
kq ě 5

10
ηk,1pE1pε1qq.

Recall that we take ωk,1 Ñ 0 as k Ñ 8. Then, in view of the definition of B2
k in

(7.12), the sets ΣpB2
kq approach E2. Taking the limit k Ñ8 in (7.18), we find that

η8,2pE2q ě 5

10
η8,1pE1pε1qq ą 0.

Now define n2 “ n. If y is close to E2 in Grp2, dq then x and x1 are close to E1

in Grp1, dq and, in particular, they are in the ν
pn2q
k -core of E1pε1q for every large k.
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Then, using (7.8),

Tk,2ψpyq “
ż
Σ´1y

ż
G

ψ ˝ Σpgx, gx1q dνpn2q
k pgq dη̃k,1,ypx, x1q

“
ż
Σ´1y

ż
G

ψpgyq dνpn2q
k pgq dη̃k,1,ypx, x1q “

ż
G

ψpgyq dνpn2q
k pgq,

because each η̃k,1,y is a probability. Pick ε2 ą 0 such that this holds for every

y P E2pε2q. Apply Proposition 6.25 with X “ ΣpE1pε1q2q, U “ E2pε2q, ν “ ν
pn2q
k ,

and T “ Tk,2, for k large. Replace Tk,2 and ηk,2 with this new Markov operator
and invariant measure, respectively.

This would complete the proof of Theorem 7.1 for r “ 1.

4. However, in general we cannot construct a Margulis function Ψk,1 as required.
Essentially, the problem is that, since we do not control the measures σ̃k,1,x,x1 in the
border region, the inequality (7.14) cannot be proved to hold unless the Margulis
function Ψk,1 is taken to be bounded in the border region. However, outside the
border region Ψk,1px, x1q must be very large if x and x1 are close. The only way
to reconcile these two requirements is to introduce some drastic discontinuities in
Ψk,1 which then cause (7.14) to fail at some points.

This problem is solved as follows. We do indeed create a discontinuity by cutting
Ψk,1 off in such a way that it is bounded in the border region. The main idea for

dealing with the discontinuity, that we call recoupling, involves replacing rTk,1 with

another Markov operator pTk,1 that still projects to Tk,1 on either factor. The
recoupling modification is restricted to a region which is disjoint from B2

k and
relatively far from the equator, so that the properties of the measures ηk,2 are not
affected. These arguments are detailed in Sections 8 through 11.

In Section 8 we introduce the notion of vertical projection VP1px, x1q of a pair
of points x and x1 in P , and we use it to construct a candidate ´ logVP1px, x1q
to a Margulis function for rT8,1. The problem with this function is that it refers
explicitly to E and, since the equator is not νk-invariant for k P N, the estimates

break down for rTk,1 when k is finite.
This is fixed in Section 9.1, where we replace the vertical projection with a kind

of cut-off that we call the stabilized vertical projection and denote as SVP1px, x1q.
Then, in Section 9.2 we give the precise recipe for the other cut-off, that was
mentioned previously. By the end of Section 10 point we will have a much more
viable candidate Ψk,1 for Margulis function when k is finite.

The details of the recoupling procedure are described in Section 11.1. Propo-
sition 11.2 essentially states that this function Ψk,1 is a Margulis function for the

recoupled Markov operator pTk,1. In Sections 11.2 and 11.3 we wrap the arguments
up to conclude the step r “ 1 of the proof.

7.3. General step. For r ą 1 the strategy is similar, except that we need to work
with flag varieties. Recall that Fpr, dq denotes the space of flags

F1 Ă F2 Ă ¨ ¨ ¨ Ă Fr´1 Ă Fr Ă R
d,

where each Fi has dimension i. We use x “ pF1, . . . , Frq and x1 “ pF 1
1, . . . , F

1
rq to

denote generic elements of Fpr, dq. Define Er̨ “ tx P Fpr, dq : Fr P Eru and, for
each ε ą ε1 ą 0,

Er̨ pεq “
 
x P Fpr, dq : Fr P Erpεq

(
and Er̨ pε, ε1q “ Er̨ pεqzEr̨ pε1q.
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By definition, for any ν P PcpGq, the ν-core of E˛pεq is the subset of flags x such
that Fr P XνErpεrq, and the ν-border of E˛pεq is defined in a similar fashion.

We consider Er̨ pεrq2 “ Er̨ pεrqˆEr̨ pεrq and we aim to construct a Margulis func-

tion Ψk,r for a suitable Markov operator pTk̨,r : BpEr̨ pεrq2q Ñ BpEr̨ pεrq2q relative to
a convenient generalization Er̨ pεrq2 “ Ak YB1

k YB2
k of the partition (7.10)–(7.12).

For i “ 1, 2, define θi : Er̨ pεrq2 Ñ Grpr, dq to be the projection to either factor
followed by the canonical map

(7.19) Fpr, dq Ñ Grpr, dq, x ÞÑ Fr.

A constraint on pTk̨,r is that it must project to Tk,r under both θi. Then we can

find a pTk̨,r-invariant measure η̂k̨,r which maps to ηk,r under both projections.

As in the case r “ 1, once we have constructed pTk̨,r, Ψk,r, and η̂k̨,r we can try
to get an estimate of the form

η̂k̨,rpB2
kq ą cη̂k̨,rpEr̨ pεrq2q,

where c ą 0 is some absolute constant. Then, if we push η̂k̨,r forward by one of the
maps

Σr : Er̨ pεrq2 Ñ Grpr ` 1, dq, Σr

`
x, x1

˘ “ F 1
1 ` Fr

Σr : Er̨ pεrq2 Ñ Grpr ` 1, dq, Σr

`
x, x1

˘ “ F1 ` F 1
r

we obtain probability measures ηk,r`1 on Grpr ` 1, dq satisfying the conditions of
Theorem 7.1.

However, for r ą 1 the simple cut-off procedure we use in the initial step of the
induction is no longer sufficient to ensure that the Margulis function is bounded
on the border region. To fix that, we take advantage of the additional freedom
provided by the flag space, which is that we may vary the projections to Grpj, dq
for j ă r. More precisely, we modify the dynamics by averaging (”spreading out”)
the Markov operator over the subspaces of dimension less than r in the flag. Thus

we end up with modified Markov operators pT Q
k,r that still project to the Tk,r under

both θi. Then the kind of argument we sketched in the previous paragraphs can

actually be carried out for pT Q
k,r-invariant measures η̂Qk,r that map to ηk,r under both

projections.
The detailed arguments are structured as follows in Sections 12 through 16. In

Section 12 we extend the notions of vertical angle and vertical projection to r ą 1,
and we use them to exhibit a candidate ´ logψrpx, x1q to a Margulis function.
In Section 13.1 we move to introduce the r ą 1 version of the stabilized vertical
projection SVPrpx, x1q, and in Section 13.2 we describe the corresponding version
for the cut-off procedure. In Section 14 we extend this analysis to the perturbed
random walks, that is, to finite k. The Margulis function Ψk,r is defined at the end
of that section.

The spreading out modification is detailed in Section 15. Essentially, we definepT Q
k,r “ pTq̨,r ˝ rQr where rQr : BdpEr̨ pεrq2q Ñ BpEr̨ pεrq2q has the form

rQrψpx, x1q “
ż
Ψ dq̃r,x,x1

where q̃r,x,x1 is a smooth probability measure on the subset of pairs of flags whose

r-coordinate is pFr , F
1
rq. A relevant feature is that rQr maps to the identity under

the canonical map (7.19). The details of the recoupling procedure are described in
Section 16.2. In Sections 16.3 and 16.4 we wrap up the proof.
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Part III. First step of the induction

8. Preparing a Margulis function

We are going to construct a positive function ψ1 such that ´ logψ1 has some
features of a Margulis function for large iterates of the operator Pν8 :

Proposition 8.1. There exist κ11 “ κ11pν8q ą 0 and C 1
1 “ C 1

1pν8q ą 0 and for
any δ ą 0 there exists N1 “ N1pν8, δq P N such that for every n ě N1 there exists
ρ11 “ ρ11pν8, δ, nq ą 0 satisfying

(8.1)

ż
G

´ logψ1pgx, gx1q dνpnq8 pgq ď ´ logψ1px, x1q ´ pκ11 ´ C 1
1δqn

for every x ‰ x1 in E1pρ11q.
The conclusion of Proposition 8.1 does not quite fit the definition of a Margulis

function because the set E1pρ11q ˆE1pρ11q where the estimate holds is not invariant
under the G-action restricted to supp ν8 and thus Pν8 cannot be considered a
Markov operator on this set. Nevertheless, ´ logψ1 is an important ingredient in
the definition of the actual Margulis function, which will be completed in Section 11.

The proof of Proposition 8.1 occupies the remainder of this section. Throughout,
we think of the equator as being “horizontal” and use the word “vertical” to refer
to the orthogonal direction. The numbers δ ą 0 and n P N will remain as free
parameters for most of our arguments. Near the end, in (11.13), we will fix δ ą 0
to be small, depending only on ν8, and n P N large, depending on ν8 and δ ą 0.

Fix A “ Apν8q ą 0 and a compact neighborhood W0 “ W0pν8q Ă G of the
support of ν8 such that

´ log dpU, V q ´A ď ´ log dpfU, fV q ď ´ log dpU, V q `A

for any f P W0, any pair U ‰ V in Grpr, dq and any 1 ď r ď d. Moreover, let
B “ Bpν8q ą 0 be defined by

B “ sup
 
log }f} ` log }f´1} : f PW0

(` 2.

Since pνkqk converges to ν8 in the space PcpGq, it is no restriction to assume that
supp νk ĂW0 for every k P N. In particular,

´ log dpfU, fV q ď ´ log dpU, V q `An(8.2)

log }f}}f´1} ď Bn(8.3)

for every U ‰ V in Grpr, dq, 1 ď r ď d, f P supp ν
pnq
k , k P NY t8u, and n P N.

8.1. Vertical angle function. Given distinct points x and x1 in P “ Grp1, dq, let
y “ ypx, x1q Ă P denote the great circle through x and x1, that is, the subset of P
associated with the element x` x1 of Grp2, dq that contains both x and x1.

The vertical angle function VA1 is the sine of the angle between the great circle
y “ ypx, x1q and the equator, that is (recall (7.1) and check Figure 3),

(8.4) VA1px, x1q “ dpy, Eq “ sup
uPy

dpu,Eq “ sup
uPy

}uK}
}u} .

For any u P y that realizes the supremum,

(8.5) VA1pgx, gx1q ě }pguqK}
}gu} “ VA1px, x1q}pguq

K}
}gu}

}u}
}uK}
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x

x1

u

uK
y

E

Figure 3. Geometric meaning of the vertical angle function VA1.
By making x and x1 go to E along a given great circle, one sees
that VA1px, x1q need not go to infinity when x and x1 approach the equator.

for any g P G. By Remark 3.1, when g P supp ν
pnq8 this means that

(8.6) VA1pgx, gx1q ě }gKuK}
}gu} “ VA1px, x1q}g

KuK}
}gu}

}u}
}uK} .

Still for g P supp ν
pnq
8 , using Remark 3.1 and (8.3) we get that

}gKuK}
}gu}

}u}
}uK} ě

1

}pgKq´1}}g} ě
1

}g´1}}g} ě e´Bn,

and so

(8.7) ´ logVA1pgx, gx1q ď ´ logVA1px, x1q `Bn.

Lemma 8.2. There exists κ̃1 “ κ̃1pν8q ą 0 and for each δ ą 0 there exist θ̃1 “
θ̃1pν8, δq ą 0 and rN1 “ rN1pν8, δq P N such that for every n ě rN1 and x ‰ x1 in P
there exists rE1 “ rE1pν8, δ, n, x, x1q Ă supp ν

pnq8 with ν
pnq8 prEc

1q ă δ and

(8.8) ´ logVA1pgx, gx1q ď maxt´ logVA1px, x1q ´ κ̃1n, θ̃1u for every g P rE1.
Proof. Let κ0 “ κ0pν8q ą 0, N0 “ N0pν8, δq P N, E0 “ E0pν8, δ, n, uKq Ă
supp ν

pnq8 , and τ0 “ τ0pν8, δq ą 0 be as in Proposition 5.5. Given x ‰ x1 in
P , take u P y realizing the supremum in (8.4). Write u “ uE ` uK with uE P E
and uK P EK. Take

(8.9)
κ̃1 “ κ0{2, θ̃1 “ ´ logpτ0{4q,rN1 ą max tN0, 4{κ̃1u , and rE1 “ E0pν8, δ, n, uKq.

Let n ě rN1 and g P rE1 Ă supp ν
pnq8 . If }gKuK}{}gu} ě τ0{2 then the inequality in

(8.6) implies that

(8.10) ´ logVA1pgx, gx1q ď ´ log
τ0

2
ď θ̃1.

If }gKuK}{}gu} ă τ0{2 then part (2) of Proposition 5.5 gives that

}guK}
}gu} ă 1

2
, which implies

}guE}
}gu} ą 1

2
.
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Substituting the latter inequality and }u} ě }uE} in (8.6), we find that

(8.11) VA1pgx, gx1q ě 1

2
VA1px, x1q}g

KuK}
}uK}

}uE}
}guE} .

Thus, recalling the definition (5.3) and part (1) of Proposition 5.5,

VA1pgx, gx1q ě 1

2
VA1px, x1q}Dg

K
uEu

K}
}uK} ě 1

2
VA1px, x1qeκ0n.

By the choices of κ̃1 and rN1 in (8.9), this implies that

(8.12)
´ logVA1pgx, gx1q ď ´ logVA1px, x1q ` log 2´ 2κ̃1n

ď ´ logVA1px, x1q ´ κ̃1n.

The conclusion of the lemma is contained in (8.10) and (8.12). �

8.2. Vertical projection function. The function ´ logVA1px, x1q cannot be used
as a Margulis function to detect the equator because (unless dimE “ 1) it is possible
that ´ logVA1px, x1q remains bounded even as dpx,Eq and dpx1, Eq go to zero: the
great circle through points close to the equator need not be close to the equator,
as illustrated in Figure 3.

To (partially) rectify this, we introduce the vertical projection function VP1,
defined as follows:

(8.13) VP1px, x1q “ VA1px, x1qdpx, x1qγ1

where γ1 “ γ1pν8q is a small positive constant to be chosen shortly (Proposi-
tion 8.3). Note that if γ1 “ 1 then VP1px, x1q would indeed be a sort of projection
on the orthogonal complement to the equator. It is clear from the definitions (8.4)
and (8.13) that VA1 and VP1 are symmetric functions:

(8.14) VA1px, x1q “ VA1px1, xq and VP1px, x1q “ VP1px1, xq for any x ‰ x1.

Proposition 8.3. There exist γ1 “ γ1pν8q ą 0 and κ11 “ κ11pν8q ą 0 and for
each δ ą 0 there exists N1 “ N1pν8, δq P N such that for every n ě N1 there
exists ρ11 “ ρ11pν8, δ, nq ą 0 such that for any x ‰ x1 in E1pρ11q there exists E 11 “
E 11pν8, δ, n, x, x1q Ă supp ν

pnq
8 with ν

pnq
8 ppE 11qcq ă δ and

(8.15) ´ logVP1pgx, gx1q ď ´ logVP1px, x1q ´ κ11n for every g P E 11.

Proof. The overall strategy goes as follows. If the vertical angle VA1px, x1q is small
then the conclusion of the present proposition is a consequence of Lemma 8.2,
provided that we choose the constant γ1 small enough to make the variation of
dpx, x1qγ1 negligible. If VA1px, x1q is large, let v and v1 be unit vectors in the
direction of x and x1 and such that the angle between them is non-obtuse (the latter
may always be obtained by replacing v with ´v if necessary). In Lemma 8.4 we
check that if x is close to E then the difference w “ v1´v is roughly vertical, meaning
that the angle between w and the equator is bounded from below. See Figure 4.
In Lemma 8.5 we deduce that in this situation ´ log dpx, x1q decreases under most
large iterates: the reason is that the dynamics increases vertical components and,
for n sufficiently large, the vertical component of the iterate of w dominates. This
implies the conclusion of the proposition because in this regime the variation of
VA1px, x1q is bounded. Let us fill-in the details.
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x

x1

w

y

E

Figure 4. Interpreting Lemma 8.4: if dpx,Eq is small compared
to VA1px, x1q “ dpy, Eq then w “ v1 ´ v is roughly vertical.

Lemma 8.4. Given x ‰ x1 in P , let w “ v1 ´ v be the difference between unit
vectors in the directions of x and x1, respectively. Then

(8.16) dpx,Eq ă 1

4
VA1px, x1q implies

}wK}
}w} ą 1

4
VA1px, x1q.

v

v1
w

dpx, x1q

Figure 5. Illustrating the estimates in (8.17): the distance from
x to x1 is given by the length of the vertical dashed segment, which
is bounded above by }w}; the angle between v and w is at least
π{4, as the angle between v and v1 is non-obtuse.

Proof. As the angle between v and v1 was taken to be non-obtuse (check Figure 5)

(8.17) dpx, x1q “ | sin=pv, v1q| ď }w} and =pw, vq ě π

4
.

Take u P y realizing the supremum in (8.4). Since y “ spantv, v1u “ spantv, wu, we
may write u “ av ` bw with a, b P R. The angle bound in (8.17) implies that }av}
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and }bw} are both less than 2}u}. Thus,
VA1px, x1q “ }uK}

}u} ď }avK}
}u} ` }bwK}

}u}
ă 2

}vK}
}v} ` 2

}wK}
}w} ď 2dpx,Eq ` 2

}wK}
}w} .

Thus, dpx,Eq and }wK}{}w} cannot be both less than VA1px, x1q{4. �

Take κ̃1 “ κ̃1pν8q ą 0 and θ̃1 “ θ̃1pν8, δq ą 0 to be as in Lemma 8.2.

Lemma 8.5. There exists κ̂1 “ κ̂1pν8q ą 0 and for each δ ą 0 there existspN1 “ pN1pν8, δq P N such that for each n ě pN1 there exists ρ̂1 “ ρ̂1pν8, δ, nq ą 0

such that for any x ‰ x1 in E1pρ̂1q with ´ logVA1px, x1q ď θ̃1 ` κ̃1n there existspE1 “ pE1pν8, δ, n, x, x1q Ă supp ν
pnq
8 with ν

pnq
8 ppEc

1q ă δ and

(8.18) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ´ κ̂1n for every g P pE1.

gv

gv1

gx

gx1

gw
dpgx, gx1q

}πgvgw} “ }πgvgv1}

Figure 6. Verifying the inequality (8.21), when }gv} ě }gv1}: the
distance between gx and gx1q is given by the length of the vertical
dashed segment on the left, which is greater than the length of the
vertical dashed segment on the right divided by }gv}.

Proof. Let κ0 “ κ0pν8q ą 0, N0 “ N0pν8, δq P N, and E0 “ E0pν8, δ, n, vKq Ă
supp ν

pnq8 be as in Proposition 5.5. Given x ‰ x1 in P , let w “ v1 ´ v be the
difference between unit vectors v and v1 in the directions of x and x1, respectively.
Take

(8.19)
κ̂1 “ κ0{2, pN1 ą maxtN0, 5{κ̂1u,
ρ̂1 ă e´θ̃1´κ̃1n{10, and pE1 “ E0pν8, δ, n, wKq.

Let n ě pN1 and g P pE1 Ă supp ν
pnq8 . As observed in (8.17),

(8.20) dpx, x1q ď }w}
Let us suppose that }gv} ě }gv1}; the case }gv} ď }gv1} is analogous, reversing the
roles of x and x1. Then (check Figure 6)

(8.21) dpgx, gx1q “
››››Πgv

gv1
}gv1}

›››› “ ››››Πgv

gw

}gv1}
›››› ě 1

}gv} }Πgvgw} ,
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and so (keep in mind that }v} “ }v1} “ 1),

(8.22) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ log
}Πgvgw}
}gv}

}v}
}w} .

By the condition on ρ̂1 in (8.19), if dpx,Eq ď ρ̂1 then

4dpx,Eq ă e´θ̃1´κ̃1n ă VA1px, x1q,
and then Lemma 8.4 gives that

(8.23)
}wK}
}w} ą 1

4
VA1px, x1q ą 1

4
e´θ̃1´κ̃1n.

Up to further reducing ρ̂1, we may also assume that

(8.24)
}hz}
}z} ě 1

2

}hzE}
}zE} and }Πhzhw} ě 1

2
}ΠhzEhw}

for any non-zero z “ zE ` zK in E‘EK with }zK}{}z} ď ρ̂1 and any h P supp ν
pnq8 .

Indeed, the first part of (8.24) is a simple consequence of continuity; in the second
one note also that w is bounded away from the horizontal, by (8.23). This last part
of (8.24) implies that

(8.25) }Πhzhw} ě 1

2
}ΠhzEhw} ě 1

2
}ΠEhw} “ 1

2
}phwqK} “ 1

2
}hKwK}.

Noting that }vK}{}v} “ dpx,Eq ď ρ̂1, take z “ v and h “ g in the previous two
relations. Thus, substituting (8.24) and (8.25) in (8.22),

´ log dpgx, gx1q ď ´ log dpx, x1q ` log 4´ log
}gKwK}
}w}

}vE}
}gvE} .

Then, using also (8.23) and (5.3),

´ log dpgx, gx1q ď ´ log dpx, x1q ´ log VA1px, x1q ` log 16´ log
}gKwK}
}wK}

}vE}
}gvE}

“ ´ log dpx, x1q ´ log VA1px, x1q ` log 16´ log
}DgK

vEw
K}

}wK} .

By part (1) of Proposition 5.5 and the choice of κ̂1 and pN1 in (8.19), it follows that

´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ` 5´ 2κ̂1n

ď ´ log dpx, x1q ´ logVA1px, x1q ´ κ̂1n,

as claimed. �

We are ready to prove Proposition 8.3. Take A “ Apν8q as in (8.2) and then
define

(8.26)

γ1 “ min
 
1, κ̃1{p2Aq(,

κ11 “ min
 
κ̃1{2, γ1κ̂1{2(,

ρ11 “ mintρ̂1pν8, δq, ρ̂1pν8, δ{2qu
N1 ą max

 rN1pν8, δ{2q, pN1pν8, δ{2q, 2θ̃1{pγκ̂1q
(
and

E 11 “ rE1pν8, δ{2, n, x, x1q X pE1pν8, δ{2, n, x, x1q.
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Observe that ν
pnq8 ppE 11qcq ă δ. By definition,

(8.27) ´ logVP1pgx, gx1q “ ´ logVA1pgx, gx1q ´ γ1 log dpgx, gx1q.
Consider x ‰ x1 in E1pρ11q, n ě N1 and g P E 11. If ´ logVA1px, x1q ě θ̃1 ` κ̃1n

then, by Lemma 8.2,

(8.28) ´ logVA1pgx, gx1q ď ´ logVA1px, x1q ´ κ̃1n

Substituting (8.2) and (8.28) in (8.27) we find that

(8.29)

´ logVP1pgx, gx1q ď ´ logVA1px, x1q ´ κ̃1n´ γ1 log dpx, x1q ` γ1An

ď ´ logVP1px, x1q ´ κ̃1

2
n ď ´ logVP1px, x1q ´ κ11n.

Now assume that ´ logVA1px, x1q ď θ̃1 ` κ̃1n. In this case, Lemma 8.2 yields

(8.30) ´ logVA1pgx, gx1q ď θ̃1

and Lemma 8.5 gives that

(8.31) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ´ κ̂1n.

Substituting (8.30) and (8.31) in (8.27) we obtain

´ logVP1pgx, gx1q ď θ̃1 ´ γ1 log dpx, x1q ´ γ1 logVA1px, x1q ´ γ1κ̂1n

ď ´ logVP1px, x1q ` θ̃1 ` p1´ γ1q log VA1px, x1q ´ γ1κ̂1n.

Since γ1 ď 1, VA1px, x1q ď 1, and n ě N1 ě 2θ̃1{pγ1κ̂1q, this yields

(8.32)
´ logVP1pgx, gx1q ď ´ logVP1px, x1q ` θ̃1 ´ γ1κ̂1n

ď ´ logVP1px, x1q ´ γ1κ̂1

2
n ď ´ logVP1px, x1q ´ κ11n.

The relations (8.29) and (8.32) contain the conclusion of Proposition 8.3. �

8.3. The function ´ logψ1. Now we are going to prove that ψ1 “ VP1 satisfies
Proposition 8.1. Let A “ Apν8q and B “ Bpν8q ą 0 be as in (8.2) and (8.3). Take
κ11 ą 0, N1 P N and ρ11 ą 0 as in Proposition 8.3. By definition,

(8.33) ´ logψ1px, x1q “ ´ logVP1px, x1q “ ´ logVA1px, x1q ´ γ1 log dpx, x1q
for every x ‰ x1 in P . Define

(8.34) C 1
1 “ B ` γ1A.

Substituting (8.7) and (8.2) in (8.33), we find that

(8.35)
´ logVP1pgx, gx1q ď ´ logVA1px, x1q `Bn´ γ1 logpdx, dx1q ` γ1An

ď ´ logVP1px, x1q ` C 1
1n

for every x ‰ x1 in P and g P supp ν
pnq8 . Integrating (8.15) over E 11 and (8.35) over

the complement, and using the fact that ν
pnq8 ppE 11qcq ă δ, we get thatż

G

´ logVP1pgx, gx1q dνpnq8 pgq ď ´ logVP1px, x1q ´ κ11n` C 1
1δn.

for every n ě N1 and x ‰ x1 in E1pρ11q. This completes the proof of Proposition 8.1.

Another relevant feature is that ´ logψ1px, x1q goes to infinity when x and x1
approach the equator E:
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Lemma 8.6. Given any R ą 0, there exists ρ̃1 “ ρ̃1pν8, Rq ą 0 such that
´ logψ1px, x1q ą R for any x ‰ x1 in E1pρ̃1q.
Proof. Consider any ρ̃1 ą 0 and let v and v1 be unit vectors in the direction of x
and x1, respectively. Observe that

}vK}
}v} “ dpx,Eq ď ρ̃1 and

}pv1qK}
}v1} “ dpx1, Eq ď ρ̃1.

If dpx, x1q ď ρ̃
1{2
1 then

(8.36) VP1px, x1q “ VA1px, x1qdpx, x1qγ1 ď ρ̃
γ1{2
1 .

Now suppose that dpx, x1q “ | sin=pv, v1q| is greater than ρ̃1{21 . Then every u in the
great circle y generated by x and x1 may be written as u “ αv`α1v1 with α, α1 P R

such that }u} ě ρ̃
1{2
1 }αv} and }u} ě ρ̃

1{2
1 }α1v1}. Thus,

}uK}
}u} ď }αvK}

}u} ` }α1pv1qK}
}u} ď 1

ρ̃
1{2
1

ˆ}vK}
}v} ` }pv1qK}

}v1}
˙
ď 2ρ̃

1{2
1 .

Since u is arbitrary, this proves that VA1px, x1q ď 2ρ̃
1{2
1 , and so

(8.37) VP1px, x1q “ VA1px, x1qdpx, x1qγ1 ď 2ρ̃
1{2
1 ď 2ρ̃

γ1{2
1

(because γ1 ď 1). The inequalities (8.36) and (8.37) imply that

´ logψ1px, x1q “ ´ logVP1px, x1q ě ´γ1
2

log ρ̃1 ´ log 2

for any x ‰ x1 in E1pρ̃1q, which yields the claim. �

9. Stabilization and cut-off

Previously, we constructed a function ´ logψ1 “ ´ logVP1 that exhibits some
of the features of a Margulis function. In this section we modify this function to
correct two important defects.

One problem with ´ logψ1, that originates from VA1, is that the definition refers
explicitly to E. The reason why this is a problem is that for k P N the equator is
not necessarily a νk-invariant set. Thus, even for k large, for g P supp νk there is
no uniform upper bound on the absolute value of

´ logψ1pgx, gx1q ` logψ1px, x1q
because ´ logVA1pgx, gx1q may be wildly different from ´ logVA1px, x1q. To rectify
this, in Section 9.1 we define “stabilized” versions of the functions VA1 and VP1.
This will come at a price: the analogue of Proposition 8.1 will hold only outside a
“stabilization region” near E. Still, as we will explain in Section 10, stabilization
does allow us to by-pass this first difficulty in a satisfactory way.

Another problem is that, because of the way the Markov operators Tk,1 will be
constructed, we have little control over the border region. The simplest way to
by-pass this is to take the Margulis function to be bounded when either x or x1 is
in the border region. The function ´ logψ1 does not satisfy this: for instance, it
can get arbitrarily large when x and x1 are close to each other and, of course, that
may occur even if they are both in the border region. Thus, it is necessary to cut
that function off in (a neighborhood of) the border region.

However, doing a cut-off creates a discontinuity that translates into a drastic
failure of (7.14) near the discontinuity. The main idea to handle this, which we
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call recoupling, will be explained in Section 11.1. The recoupling technique is far
from universal, it can only handle certain types of discontinuities. Thus, it makes
sense to make the discontinuity as mild as possible. In Section 9.2 we explain just
how to do this. In particular, we only cut ´ logψ1 off if x and x1 are both in (a
neighborhood of) the border region. In the present (r “ 1) situation this is fine
because if one of the points, x or x1, is close to the border region and the other
one is far outside then ´ logψ1px, x1q is bounded anyway. The steps r ą 1 involve
additional issues, which we will discuss in Sections 13 and 15.

We use the following elementary inequalities, whose proof we leave to the reader:
given any C ą 0, c ą 0 and ψ ą 0,

logpΩ` cψ´1q ď logpΩ` ψ´1q ` log c if c ą 1(9.1)

logpΩ` cψ´1q ď logpΩ` ψ´1q if c ă 1(9.2)

logpΩ` cψ´1q ď logpΩ` ψ´1q ` log
?
c if c ă 1 and ψ´1 ě Ω{?c.(9.3)

Let κ11 “ κ11pν8q ą 0, C 1
1 “ C 1

1pν8q ą 0, N1 “ N1pν8, δq P N be as in Proposi-
tions 8.1 and 8.3. Keep in mind that ε1 ă ρ11 ď ρ̂1 and C 1

1 “ B ` γ1A, according
to (8.26), (8.34) and (9.12).

9.1. Stabilization. Let B “ Bpν8q ą 0 and γ1 “ γ1pν8q ą 0 be as in (8.3) and
(8.26), respectively. For each ω ą 0, define the stabilized vertical angle

(9.4) SVA1px, x1;ωq “ max
 
VA1px, x1q, ωe´Bn

(
and the stabilized vertical projection by

(9.5) ψ1px, x1;ωq “ SVP1px, x1;ωq “ SVA1px, x1;ωqdpx, x1qγ1

for every x ‰ x1 in E1pε1q. The estimate (8.35) remains valid for the stabilized
vertical projection:

Lemma 9.1. For every x ‰ x1 in P , g P supp ν
pnq8 , and ω ą 0,

(9.6) ´ logψ1pgx, gx1;ωq ď ´ logψ1px, x1;ωq ` C 1
1n.

Proof. We begin by claiming that

(9.7) ´ log SVA1pgx, gx1;ωq ď ´ log SVA1px, x1;ωq `Bn.

The proof can be split into two cases. First, suppose that VA1px, x1q ă ω. Then,
by the definition (9.4),

´ log SVA1px, x1;ωq ě ´ logω and

´ log SVA1pgx, gx1;ωq ď ´ logω `Bn ď ´ log SVA1px, x1;ωq `Bn,

as claimed. Now suppose that VA1px, x1q ě ω. Then, again by (9.4),

´ log SVA1px, x1;ωq “ ´ logVA1px, x1q and
´ log SVA1pgx, gx1;ωq ď ´ logVA1pgx, gx1q.

Then (9.7) is a direct consequence of (8.7). This completes the proof of (9.7). Now
(9.6) follows easily from (9.7) and (8.2): recalling the definition of C 1

1 in (8.34),

(9.8)

´ log SVP1pgx, gx1;ωq “ ´ log SVA1pgx, gx1;ωq ´ γ1 log dpgx, gx1q
ď ´ log SVA1px, x1;ωq `Bn´ γ1 log dpx, x1q ´ γ1An

“ ´ log SVP1px, x1q ` pB ` γ1Aqn.
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This completes the argument. �

The stabilization region is the set of pairs px, x1q such that VA1px, x1q ă ω. We
have seen in (8.7) that

VA1pgx, gx1q ě VA1px, x1qe´Bn

for any x ‰ x1 in P , g P supp ν
pnq8 and n P N. Consequently, if px, x1q is not in the

stabilization region then

(9.9)
SVA1px, x1;ωq “ VA1px, x1q and SVA1pgx, gx1;ωq “ VA1pgx, gx1q
SVP1px, x1;ωq “ VP1px, x1q and SVP1pgx, gx1;ωq “ VP1pgx, gx1q

for any g P supp ν
pnq8 and n P N.

Propositions 8.1 and 8.3 immediately yield the following analogues for stabilized
vertical angles and vertical projections:

Proposition 9.2. For every δ ą 0, n ě N1, x ‰ x1 in E1pρ11q, and ω ą 0 with
VA1px, x1q ě ω,

(9.10) ´ logψ1pgx, gx1;ωq ď ´ logψ1px, x1;ωq ´ κ11n for every g P E 11,
and

(9.11)

ż
G

´ logψ1pgx, gx1;ωq dνpnq8 pgq ď ´ logψ1px, x1;ωq ´ pκ11 ´ C 1
1δqn.

Proof. Since it is assumed that px, x1q is not in the stabilization region, (9.10) is a
restatement of Proposition 8.3 and (9.11) is a restatement of Proposition 8.1. �

9.2. Cutoff. Recall that ε1 “ ε1pν8, δ, nq ą 0 was chosen in Section 7.2, in the
context of (7.3). As observed then, it may be taken to be arbitrarily small. In
particular, it is no restriction to suppose that

(9.12) ε1 ă mintρ0, ρ11u
where ρ0 “ ρ0pν8, nq ą 0 is as in Corollaries 5.6 and 5.7 and ρ11 “ ρ11pν8, δ, nq ą 0
is as in Propositions 8.1 and 8.3.

Arguing twice as in Remark 7.3, we find constants ε11 “ ε11pν8, δ, nq ą 0 and
ε̃1 “ ε̃1pν8, δ, nq ą 0 with 0 ă ε11 ă ε̃1 ă ε1, and a compact neighborhood W1 “
W1pν8, δ, nq of supp νpnq8 , such that

gx P E1pε1{2q for every x P E1p2ε̃1q and g PW1 and(9.13)

g´1x P E1pε̃1{2q for every x P E1p2ε11q and g PW1.(9.14)

Let κ0 “ κ0pν8q ą 0 be as in Proposition 5.5, and define ε21 “ ε21pν8, δ, nq by
(9.15) ε21 “ 3ε11e´κ0n{2.
Taking ρ “ ε21 in Corollary 5.7, and recalling that ε1 was chosen smaller than ρ0,

we get that there are k̃1 “ k̃1pν8, δ, nq P N and Dkpxq “ Dkpν8, δ, n, xq Ă supp ν
pnq
k

such that ν
pnq
k pDkpxqcq ă δ and

dpgx,Eq ą eκ0n{2dpx,Eq ą eκ0n{2ε21 ą 2ε11
for any g P Dkpxq, x P Epε1, ε21q and k ě k̃1. In other words, for k ě k̃1,

(9.16) x P Epε1, ε21q ñ gx R Ep2ε11q for every g P Dkpxq.
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Increasing k̃1 if necessary, we may suppose that supp ν
pnq
k ĂW1 for every k ě k̃1.

Then (9.13) and (9.14) imply

E1p2ε̃1q Ă X
ν
pnq
k

E1pε1q and E1p2ε11q Ă X
#

ν
pnq
k

E1pε1q(9.17)

x R E1pε̃1{2q ñ gx R E1p2ε11q for every g P supp ν
pnq
k .(9.18)

Finally, fix Ω1 “ Ω1pν8, δ, nq ą 1 large enough that

(9.19) Ω1 ε
1
1pε11 ´ 2ε21qγ1 ě 1

and define
(9.20)

Ψ1px, x1;ωq “
"

log
`
Ω1 ` ψ1px, x1;ωq´1

˘
if x P E1p2ε21q or x1 P E1p2ε21q

logΩ1 otherwise.

We will refer to the set E1p2ε21qc ˆE1p2ε21qc as the cut-off region. See Figure 7.

core region

E1pε21q2
E1p2ε21q2

E1pε1q2

Figure 7. Illustrating the cut-off in the definition of the Margulis
function. The black dot at the center marks the point pE,Eq. The
dashed lined represents the boundary between the ν

pnq
k -core and

the ν
pnq
k -border of E1pε1q. The shaded area is the cut-off region,

where Ψ1 ” logΩ1.

Proposition 9.3. There exist κ31 “ κ31 pν8q ą 0 and for each δ ą 0 and n ě N1

there exists ε31 “ ε31 pν8, δ, nq ą 0 such that

(i) For any x ‰ x1 in E1pε1q with Ψ1px, x1;ωq ą logΩ1,ż
G

Ψ1pgx, gx1;ωq dνpnq8 pgq ď Ψ1px, x1;ωq ` C 1
1n.

(ii) For any x ‰ x1 in E1pε1q with Ψ1px, x1;ωq ą logΩ1 and VA1px, x1q ě ω,ż
G

Ψ1pgx, gx1;ωq dνpnq8 pgq ď Ψ1px, x1;ωq ` C 1
1δn.

(iii) For any x ‰ x1 in E1pε31 q with VA1px, x1q ě ω,ż
G

Ψ1pgx, gx1;ωq dνpnq8 pgq ď Ψ1px, x1;ωq ´ pκ31 ´ C 1
1δqn.
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Proof. Define κ31 “ κ11{2. Let n ě N1. Part (i) of the proposition is a consequence
of the following lemma:

Lemma 9.4. If x ‰ x1 in P are such that Ψ1px, x1;ωq ą logΩ1 then

(9.21) Ψ1pgx, gx1;ωq ď Ψ1px, x1;ωq ` C 1
1n for any g P supp ν

pnq
8 .

Proof. By (9.6) and (9.1),

Ψ1pgx, gx1;ωq ď log
`
Ω1 ` ψ1pgx, gx1;ωq´1

˘ ď log
´
Ω1 ` eC

1
1
nψ1px, x1;ωq´1

¯
ď log

`
Ω1 ` ψ1px, x1;ωq´1

˘` C 1
1n “ Ψ1px, x1;ωq ` C 1

1n.

This gives the claim. �

To prove part (ii) we use Proposition 9.2: given any ω ą 0 and x ‰ x1 in E1pε1q,
(9.22) ´ logψ1pgx, gx1;ωq ď ´ logψ1px, x1;ωq ´ κ11n ď ´ logψ1px, x1;ωq
for every g P E 11. Then,

(9.23)
Ψ1pgx, gx1;ωq ď log

`
Ω1 ` ψ1pgx, gx1;ωq´1

˘
ď log

`
Ω1 ` ψ1px, x1;ωq´1

˘ “ Ψ1pgx, gx1;ωq,
for every g P E 11. Integrating (9.23) over E 11 and (9.21) over the complement, we
obtain the estimate in part (ii).

Now take c “ e´2κ3
1
n in the relation (9.3). By Lemma 8.6, there exists ε31 ą 0

depending only on ν8, δ and n (through c and Ω1) such that

(9.24) ´ logψ1px, x1;ωq “ ´ logψ1px, x1q ě log
`
Ω1{?c˘

for any x ‰ x1 in E1pε31 q. Then, using (9.22), (9.24), and (9.3),

(9.25)

Ψ1pgx, gx1;ωq ď log
`
Ω1 ` ψ1pgx, gx1;ωq´1

˘
ď log

´
Ω1 ` e´2κ3

1
nψ1px, x1;ωq´1

¯
ď log

`
Ω1 ` ψ1px, x1;ωq´1

˘´ κ31 n “ Ψ1px, x1;ωq ´ κ31 n
for every g P E 11. Integrating (9.25) over E 11 and (9.21) over the complement, we
obtain the estimate in part (iii) of the proposition. �

Lemma 9.5. For any ω ą 0 and x ‰ x1 in E1pε1q such that x R E1pε11q or
x1 R E1pε11q,

logΩ1 ď Ψ1px, x1;ωq ď logΩ1 ` log 2.

Proof. The inequality on the left is an immediate consequence of the definition
(9.20), and the same is true for the one on the right if both points x and x1 are
outside E1p2ε21q. Let us suppose that x R E1pε11q but x1 P E1p2ε21q; the case when
x P E1p2ε21q but x1 R E1pε11q is analogous. Let y “ ypx, x1q be the great circle
associated to x and x1. Then

dpx, x1q ě ε11 ´ 2ε21 and VA1px, x1q “ dpy, Eq ě dpx,Eq ą ε11
and so

ψ1px, x1;ωq ě ψ1px, x1q ě ε11pε11 ´ 2ε21qγ1 .

In view of the definition of Ω1 in (9.19), it follows that

Ψ1px, x1;ωq “ logpΩ1 ` ψ1px, x1;ωq´1q ď log 2Ω1,

as claimed. �
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10. Turning the perturbation on

Now we show that the conclusions of Proposition 9.3 hold for ν
pnq
k instead of

ν
pnq8 , as long as k P N is sufficiently large. More precisely, we prove:

Proposition 10.1. Given δ ą 0, n ě N1, and ω ą 0 there is k1 “ k1pν8, δ, n, ωq P
N such that the following holds for every k ě k1:

(i) For any x ‰ x1 in E1pε1q with Ψ1px, x1;ωq ą logΩ1,ż
G

Ψ1pgx, gx1;ωq dνpnqk pgq ď Ψ1px, x1;ωq ` C 1
1n.

(ii) For any x ‰ x1 in E1pε1q with Ψ1px, x1;ωq ą logΩ1 and VA1px, x1q ě ω,ż
G

Ψ1pgx, gx1;ωq dνpnqk pgq ď Ψ1px, x1;ωq ` C 1
1δn.

(iii) For any x ‰ x1 in E1pε31 q with VA1px, x1q ě ω,ż
G

Ψ1pgx, gx1;ωq dνpnqk pgq ď Ψ1px, x1;nq ´ pκ11 ´ C 1
1δqn.

Keep in mind that we have chosen ε1 ă ρ11 ď ρ̂1 and C 1
1 “ B ` γ1A. Recall also

that k̃1 “ k̃1pν8, δ, nq P N was chosen so that the relations (9.16) through (9.18)

hold for every k ě k̃1. Moreover, N1 P N is given by Propositions 8.3 and 9.2.

Proof. We are going to extend to large k P N several estimates in the proof of
Proposition 9.3. This will require a number of conditions on k, depending on ν8,
δ, n and ω, that we state along the way. We begin with the following extension of
Lemma 9.4:

Lemma 10.2. Given n ě N1 and ω ą 0, there is k̂1 “ k̂1pν8, n, ωq P N such that
if x ‰ x1 in P are such that Ψ1px, x1;ωq ą logΩ1 then

(10.1) Ψ1pgx, gx1;ωq ď Ψ1px, x1;ωq ` C 1
1n

for any g P supp ν
pnq
k and any k ě k̂1.

Proof. Let n ě N1 and ω ą 0. We claim that there is k̂1 “ k̂1pν8, n, ωq such that

(10.2) ´ log SVA1pgx, gx1;ωq ď ´ log SVA1px, x1;ωq `Bn

for any x ‰ x1, g P supp ν
pnq
k , and k ě k̂1. This can be seen as follows. If

VA1px, x1q ă ω then, by the definition (9.4),

´ log SVA1px, x1;ωq ě ´ logω and

´ log SVA1pgx, gx1;ωq ď ´ logω `Bn ď ´ log SVA1px, x1;ωq `Bn,

as claimed. Now suppose that VA1px, x1q ě ω. The relation (8.7) does not apply
here. Instead, from (8.5) and (9.4) we get that

(10.3) ´ log SVA1pgx, gx1;ωq ď ´ log SVA1px, x1;ωq ´ log
}pguqK}
}gu}

}u}
}uK}

for every g P supp ν
pnq
k , with u “ upx, x1q realizing the supremum in (8.4). The

assumption VA1px, x1q ě ω means that }uK} ě ω}u}. Since supp νk converges to
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supp ν8 in the Hausdorff topology, we may find rk “ rkpν8, nq Ñ 0 such that every

g P supp ν
pnq
k is in the rk-neighborhood of some f P supp ν

pnq8 . Then

}pguqK ´ pfuqK} ď }gu´ fu} ď rk}u} ď rk

ω
}uK}.

Fix k̂1 P N large enough that, for every g P supp ν
pnq
k and k ě k̂1,

´ log
}pguqK}
}gu}

}u}
}uK} ď ´ log

}pfuqK}
}fu}

}u}
}uK} ` log 2

“ ´ log
}fKuK}
}fu}

}u}
}uK} ` log 2

ď log }pfKq´1} ` log }f} ` log 2 ď Bn.

Substituting this in (10.3) completes the proof of (10.2).
Next, substituting (10.2) and (8.2) in the definition (9.5) we find that

(10.4)
´ logψ1pgx, gx1;ωq ď ´ log SVA1px, x1;ωq `Bn´ log dpx, x1q ` γ1An

“ ´ logψ1px, x1;ωq ` C 1
1n

for any x ‰ x1, g P supp ν
pnq
k , and k ě k̂1. Using (9.1), it follows that

Ψ1pgx, gx1;ωq ď log
`
Ω1 ` ψ1pgx, gx1;ωq´1

˘
ď log

´
Ω1 ` eC

1
1
nψ1px, x1;ωq´1

¯
ď log

`
Ω1 ` ψ1px, x1;ωq´1

˘` C 1
1n “ Ψ1px, x1;ωq ` C 1

1n,

as stated. �

Next, we prove the following extension of Lemma 8.2:

Lemma 10.3. Given δ ą 0, n ě N1 and ω ą 0, there is k11 “ k11pν8, δ, n, ωq P N

and for any x ‰ x1 in P with VA1px, x1q ě ω there is E 1k,1 “ E 1k,1pν8, δ, n, x, x1, ωq Ă
supp ν

pnq
k with ν

pnq
k ppE 1k,1qcq ă δ and

(10.5) ´ log SVA1pgx, gx1;ωq ď maxt´ log SVA1px, x1;ωq ´ κ̃1n, θ̃1u
for every g P E 1k,1 and k ě k11.
Proof. Fix δ ą 0 and n ě N1 and ω ą 0. Let Pω denote the (compact) subset of all
v P P such that }vK}{}v} ě ω{2. For v P Pω and g in some compact neighborhood

Vω of supp ν
pnq8 , consider

(10.6) pv, gq ÞÑ ´ log
}pgvqK}
}gv} .

As long as Vω is sufficiently small, depending on ν8, n and ω, the map (10.6) is
well defined and (uniformly) continuous. So, there exists α “ αpν8, n, ωq ą 0 such
that

(10.7) ´ log
}pguqK}
}gu} ď ´ log

}pfvqK}
}fv} ` log 2

whenever dpu, vq ă α and dpg, fq ă α. Reducing α if necessary, depending only on
ω, we may also assume that

(10.8) dpu, vq ă α ñ ´ log
}uK}
}u} ě ´ log

}vK}
}v} ´ log 2.
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Fix v1, . . . , vl P Pω such that Pω Ă Bpv1, αqY¨ ¨ ¨YBpvl, αq. For each v P Pω choose
j P t1, . . . , lu such that v P Bpvj , αq and then define Ek,0 “ Ek,0pν8, δ, n, v, ωq Ă
supp ν

pnq
k by

(10.9) Ek,0 “ “
α-neighborhood of E0pν8, δ, n, vKj q

‰X supp ν
pnq
k ,

where E0pν8, δ, n, vKj q Ă supp ν
pnq
8 is as defined in Proposition 5.5. Since ν

pnq
k con-

verges to ν
pnq8 in the weak˚ topology, the limit inferior of the ν

pnq
k -measure of (10.9)

as kÑ8 is greater than or equal to

ν
pnq
8

`
E0pν8, δ, n, vKj q

˘ ą 1´ δ

for every j “ 1, . . . , l. In particular, there is k11 “ k11pν8, δ, n, ωq P N such that

(10.10) ν
pnq
k pEk,0q ą 1´ δ for every k ě k11 and v P Pω.

Given x ‰ x1 with VA1px, x1q ě ω, take u “ uE ` uK to be a non-zero vector
that realizes the supremum in (8.4). Then,

ω ď VA1px, x1q “ }uK}
}u} pin particular, u P Pωq and(10.11)

VA1pgx, gx1q ě }pguqK}
}gu} ě VA1px, x1q}pguq

K}
}gu}

}u}
}uK}(10.12)

for any g P G. Then define

(10.13) E 1k,1 “ Ek,0pν8, δ, n, u, ωq.
It follows from (10.10) that ν

pnq
k ppE 1k,1qcq ă δ for every k ě k11.

Let g P E 1k,1 and k ě k11. Then, by definition, there exist v “ vE`vK in Pω (take

v “ vj as in (10.9)) and f P E0pν8, δ, n, vKq Ă supp ν
pnq
8 such that dpu, vq ă α and

dpg, fq ă α. Thus, substituting (10.7) and (10.8) in (10.12), we find that

(10.14) VA1pgx, gx1q ě 1

2

}fKvK}
}fv} ě 1

4
VA1px, x1q}f

KvK}
}fv}

}v}
}vK} .

Let τ0 “ τ0pν8, δq ą 0 be as in Proposition 5.5. If }fKvK}{}fv} ě τ0{2 then the
first part of (10.14) gives that (recall (8.9) also)

(10.15) ´ logVA1pgx, gx1q ď ´ log
τ0

4
ď θ̃1.

Now suppose that }fKvK}{}fv} ă τ0{2. Then part (2) of Proposition 5.5 gives that

(10.16)
}fvK}
}fv} ă 1

2
and so

}fvE}
}fv} ą 1

2
.

Substituting (10.16) and }v} ě }vE} in (10.14), we find that

(10.17)

VA1pgx, gx1q ě 1

8
VA1px, x1q}f

KvK}
}vK}

}vE}
}fvE}

“ 1

8
VA1px, x1q}Df

K
vEv

K}
}vK} .
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By part (1) of Proposition 5.5 and the choices of κ̃1 ą 0 and rN1 P N in (8.9), this
implies

(10.18)
´ logVA1pgx, gx1q ď ´ logVA1px, x1q ` log 8´ 2κ̃1n

ď ´ logVA1px, x1q ´ κ̃1n.

The conclusion of the lemma is contained in (10.15) and (10.18). �

Next, let us prove the following extension of Lemma 8.5:

Lemma 10.4. Given δ ą 0 and n ě N1 there exists k21 “ k21pν8, δ, nq P N such

that for any x ‰ x1 in E1pε1q with ´ logVA1px, x1q ď θ̃1 ` κ̃1n there exists E2k,1 “
E2k,1pν8, δ, n, x, x1q Ă supp ν

pnq
k with ν

pnq
k ppE2k,1qcq ă δ and

(10.19) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ´ κ̂1n

for every g P E2k,1 and k ě k21 .

Proof. Let P̂ denote the (compact) subset of pairs pv, wq P P ˆ P such that

(10.20)
}vK}
}v} ď ρ̂1 ă 2ρ̂1 ď }wK}

}w}
(as before, vK and wK denote the vertical components of v and w). Let n ě N1

and V̂ be a compact neighborhood of the support of ν
pnq8 . Since, ρ̂1 “ ρ̂1pν8, nq, P̂

and V̂ depend only on ν8 and n. Condition (10.20) ensures that the angle between
v and w is bounded away from zero and, consequently, so is the angle between gv
and gw for any g P V̂ ; both bounds depend only on ν8 and n. Thus, the map

(10.21) pv, w, gq ÞÑ ´ log
}Πgvgw}
}gv}

}v}
}w}

is well-defined and (uniformly) continuous on the domain pv, wq P P̂ and g P V̂ . In
particular, there exists α̂ “ α̂pν8, nq ą 0 such that

(10.22) ´ log
}Πgvgw}
}gv}

}v}
}w} ď ´ log

}Πfufz}
}fu}

}u}
}z} ` log 2

whenever dpv, uq ă α̂ and dpz, wq ă α̂ and dpg, fq ă α̂. Reducing α̂ if necessary,
depending only on ν8 and n, we may also suppose that

(10.23) dpz, wq ă α̂ ñ ´ log
}zK}
}z} ď ´ log

}wK}
}w} ` log 2.

Fix points pv1, w1q, . . . , pvl, wlq P P̂ such that the balls of radius ρ̂ around these

points cover P̂ . For each pv, wq P P̂ choose j P t1, . . . , lu such that v P Bpvj , α̂q and
w P Bpwj , α̂q and then define Êk,0 “ Êk,0pν8, δ, n, v, wq Ă G by

(10.24) Êk,0 “ “
α̂-neighborhood of E0pν8, δ, n, wKj q

‰X supp ν
pnq
k ,

where E0pν8, δ, n, wKj q is given by Proposition 5.5. Since ν
pnq
k Ñ ν

pnq8 in the weak˚

topology, the limit inferior of the ν
pnq
k -measure of (10.24) as k Ñ8 is greater than

or equal to

ν
pnq8

`
E0pν8, δ, n, wKj q

˘ ą 1´ δ

for every j “ 1, . . . , l. In particular, there is k21 “ k21pν8, δ, nq P N such that

(10.25) ν
pnq
k pÊk,0q ą 1´ δ for every k ě k21 and pv, wq P P̂ .
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Given x ‰ x1 take w “ v ´ v1 to be the difference between unit vectors v and v1
in the directions of x and x1, respectively. Just as in (8.22),

(10.26) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ log
}Πgvgw}
}gv}

}v}
}w}

for any g P G such that }gv} ě }gv1} (the case }gv} ď }gv1} is analogous, reversing
the roles of x and x1). The assumption x P E1pε1q implies that

(10.27)
}vK}
}v} ď dpx,Eq ď ε1 ă ρ̂1.

Now assume that ´ logVA1px, x1q ă θ̃1 ` κ̃1n. Then, using (8.19) and (8.23),

(10.28)
}wK}
}w} ą 1

4
VA1px, x1q ě 1

4
e´θ̃1´κ̃1n ą 2ρ̂1.

Thus, pv, wq P P̂ . Then define

(10.29) E2k,1 “ Êk,0pν8, δ, n, v, wq.
It follows from (10.25) that ν

pnq
k ppE2k,1qcq ă δ for every k ě k21 .

Take u “ vj and z “ wj as in (10.24). By definition, pu, zq P P̂ and dpu, vq ă α̂

and dpz, wq ă α̂. Let g P E2k,1 and k ě k̂1. The definitions (10.24) and (10.29) imply

that there exists f P E0pν8, δ, n, zKq Ă supp ν
pnq8 such that dpg, fq ă α̂. Replacing

z, w and g with u, z and f , respectively, in (8.24) and (8.25), we find that

}fu}
}u} ě 1

2

}fuE}
}uE} and }Πfufz} ě 1

2
}fKzK}.

Combining this with (10.26) and (10.22), we obtain

(10.30)

´ log dpgx, gx1q ď ´ log dpx, x1q ` log 2´ log
}Πfufz}
}fu}

}u}
}z}

ď ´ log dpx, x1q ` log 8´ log
}fKzK}
}z}

}uE}
}fuE} .

Conditions (10.23) and (10.28) give that

´ log
}zK}
}z} ď ´ log

}wK}
}w} ` log 2 ď ´ logVA1px, x1q ` log 8.

Substituting this in (10.30), we find that

´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ` log 64´ log
}fKzK}
}zK}

}uE}
}fuE}

“ ´ log dpx, x1q ´ logVA1px, x1q ` log 64´ log
}DfK

uEz
K}

}zK} .

By part (1) of Proposition 5.5 and the choice of pN1 P N in (8.19), this implies that

´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ` 5´ 2κ̂1n

ď ´ log dpx, x1q ´ logVA1px, x1q ´ κ̂1n,

as claimed. �

Now we deduce the following extension of Proposition 8.3:
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Lemma 10.5. For δ ą 0 and n ě N1 and ω ą 0 there is k31 “ k31 pν8, δ, n, ωq P N

and for x ‰ x1 in E1pε1q with VA1px, x1q ě ω there is E3k,1 “ E3k,1pν8, δ, n, x, x1, ωq Ă
supp ν

pnq
k such that ν

pnq
k ppE3k,1qcq ă δ and

(10.31) ´ logψ1pgx, gx1;ωq ď ´ logψ1px, x1;ωq ´ κ11n.

for any g P E3k,1 and k ě k31 .

Proof. Fix δ ą 0 and n ě N1 and ω ą 0. Recall that

N1 ą max
 rN1pν8, δ{2q, pN1pν8, δ{2q, 2θ̃1{pγκ̂1q(,

by (8.26). Define

(10.32)
k31 “ maxtk11pν8, δ{2, n, ωq, k21pν8, δ{2, nqu

and E3k,1 “ E 1k,1pν8, δ{2, n, x, x1, ωq X E2k,1pν8, δ{2, x, x1nq.
By construction, E3k,1 is contained in the support of ν

pnq
k and ν

pnq
k ppE3k,1qcq ă δ.

Consider x ‰ x1 in E1pε1q with VA1px, x1q ě ω. As observed in (9.9), the lat-
ter implies that SVA1px, x1;ωq “ VA1px, x1q and SVA1pgx, gx1;ωq “ VA1pgx, gx1q.
Thus, the claim (10.31) may be rewritten as

(10.33) ´ logVP1pgx, gx1;ωq ď ´ logVP1px, x1;ωq ´ κ11n.

Let g P E3k,1 and k ě k31 . Suppose first that ´ logVA1px, x1q ě θ̃1 ` κ̃1n. Then, by
Lemma 10.3,

(10.34) ´ logVA1pgx, gx1q ď ´ logVA1px, x1q ´ κ̃1n.

Substituting (10.34) and (8.2) in the definition (8.13), we find that

(10.35)

´ logVP1pgx, gx1q ď ´ logVA1px, x1q ´ κ̃1n´ γ1 log dpx, x1q ` γ1An

ď ´ logVP1px, x1q ´ κ̃1

2
n

Now suppose that ´ logVA1px, x1q ď θ̃1 ` κ̃1n. In this case, Lemma 10.3 yields

(10.36) ´ logVA1pgx, gx1q ď θ̃1,

whereas Lemma 10.4 asserts that

(10.37) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVA1px, x1q ´ κ̂1n.

Substituting (10.36) and (10.37) in the definition (8.13), we obtain

´ logVP1pgx, gx1q ď θ̃1 ´ γ1 log dpx, x1q ´ γ1 logVA1px, x1q ´ γ1κ̂1n

ď ´ logVP1px, x1q ` θ̃1 ` p1´ γ1q log VA1px, x1q ´ γ1κ̂1n.

Since VA1px, x1q ď 1, γ1 ď 1, and n ě N1 ě 2θ̃1{pγ1κ̂1q, it follows that

(10.38)
´ logVP1pgx, gx1q ď ´ logVP1px, x1q ` θ̃1 ´ γ1κ̂1n

ď ´ logVP1px, x1q ´ γ1κ̂1

2
n

In view of choice of the constant κ11 in (8.26), the claim (10.33) is contained in
(10.35) and (10.38). �
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Let us go back to proving Proposition 10.1. Define

(10.39) k1 “ maxtk̃1, k̂1, k11, k21 , k31 u.
By construction, k1 depends only on ν8, δ, n and ω. Part (i) of the proposition
is an immediate consequence of Lemma 10.2. To prove part (ii), consider the set

E3k,1 “ E3k,1pν8, δ, n, x, x1, ωq given by Lemma 10.5. Then ν
pnq
k ppE3k,1qcq ă δ and

(10.40) ´ logψ1pgx, gx1;ωq ď ´ logψ1px, x1;ωq ´ κ11n ď ´ logψ1px, x1;ωq
for every g P E3k,1 and k ě k31 . By (9.2), this implies that

(10.41) Ψ1pgx, gx1;ωq ď Ψpx, x1;ωq for every g P E3k,1.

Integrating (10.41) over E3k,1 and (10.1) over the complement, we obtain the estimate

in part (ii).

Next, recall that we took κ31 “ κ11{2, c “ e´2κ3
1
n, and ε31 ą 0 such that (9.24)

holds:

´ logψ1px, x1;ωq “ ´ logψ1px, x1q ě Ω1{?c
for any x ‰ x1 in E1pε31 q. Then, by (9.3) and the first inequality in (10.40),

(10.42) Ψ1pgx, gx1;ωq ď Ψ1px, x1;ωq ` log
?
c “ Ψ1px, x1;ωq ´ κ31 n

for every g P E3k,1. Integrating (10.42) over E3k,1 and (10.1) over the complement,

we obtain the estimate in part (iii) of the proposition. This completes the proof of
Proposition 10.1. �

It is clear from the statements of Lemma 10.2, Lemma 10.3, and Lemma 10.5

that k̂1, k
1
1, and k

3
1 may be taken to increase to 8 when ω decreases to zero and

ν8, δ, n remain fixed. Then the same is true about the map ω ÞÑ k1pν8, δ, n, ωq in
(10.39). Hence, we may find ωk,1 “ ωk,1pν8, δ, nq ą 0 such that

(10.43) pωk,1qk decreases to 0 and k ě k1pν8, δ, n, ωk,1q
for every large k P N. For instance, ωk,1 “ 2 inftω ą 0 : k1pν8, δ, n, ωq ď ku. Fix

ǩ1 “ ǩ1pν8, δ, nq P N such that (10.43) holds for all k ě ǩ1. Define

(10.44) ψk,1px, x1q “ ψ1px, x1;ωk,1q and Ψk,1px, x1q “ Ψ1px, x1;ωk,1q.
Then the following statement is contained in Proposition 10.1:

Corollary 10.6. For any δ ą 0, n ě N1, and k ě ǩ1:

(i) For any x ‰ x1 in E1pε1q with Ψk,1px, x1q ą logΩ1,ż
G

Ψk,1pgx, gx1q dνpnqk pgq ď Ψk,1px, x1q ` C 1
1n.

(ii) For any x ‰ x1 in E1pε1q with Ψk,1px, x1q ą logΩ1 and VA1px, x1q ě ωk,1,ż
G

Ψk,1pgx, gx1q dνpnqk pgq ď Ψk,1px, x1q ` C 1
1δn.

(iii) For any x ‰ x1 in E1pε31 q with VA1px, x1q ě ωk,1,ż
G

Ψk,1pgx, gx1q dνpnqk pgq ď Ψk,1px, x1q ´ pκ11 ´ C 1
1δqn.
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11. Recoupling and conclusion

Here we resolve the difficulty arising out of the discontinuity of the Margulis
function Ψk,1. The main issue is that the inequality in Lemma 10.2 may not hold
when trajectories leave the cut-off region, that is, when Ψk,1px, x1;nq “ log Ω1 but

Ψpgx, gx1;nq ‰ logΩ1 for some g in the support of ν
pnq
k . That may cause the

analogue of (6.26) to fail at such points, which is catastrophic for our proof.
From the form of the cut-off, that problem can only happen if both x and x1 are

outside E1p2ε21q and at least one of gx or gx1 is inside E1p2ε21q. This is a relatively
rare occurrence: for instance, Proposition 5.5 shows that, for every x not too far
from E, the image gx is further away from E for the majority of g in the support

of ν
pnq8 . However, we still need to handle those rare cases where at least one of the

points gx or gx1 is in E1p2ε21q.
The idea is to modify the dynamics on the space of pairs, more precisely the

self-coupling rTk,1 of the Markov operator Tk,1, to allow for the points x and x1
to move in a more independent way: instead of the diagonal embedding, we will
consider couplings supported on pairs pu, u1q such that if one of the components is
in E1p2ε21q then the other lies outside E1pε11q. Then Ψk,1pu, u1q remains bounded
above by a constant, which avoids the catastrophe.

11.1. Recoupling. As in Section 7.2, for each k P N let

Tk,1 : BpE1pε1qq Ñ BpE1pε1qq, Tk,1ϕpxq “
ż
E1pε1q

ϕpyq dσk,1,xpyq

be a continuous Markov operator adapted to pνpnqk , E1pε1qq, and let ηk,1 be a Tk,1-
invariant probability measure converging, as k Ñ8, to a probability measure η8,1

such that η8,1pEq ą 0. Recall that ε1 ą 0 was chosen small enough that

(11.1) η8,1pE1pε1qzE1q ă 1

10
η8,1pE1q.

Then, for every k sufficiently large,

(11.2) ηk,1pE1pε1, ε31 qq ă 2

10
ηk,1pE1pε1qq.

Consider X “ X 1 “ E1pε1q and Y “ Y 1 “ E1pε1q, and ηy “ η1y “ σk,1,y
for every y P Y . Moreover, let K “ Diag1 be the diagonal of E1pε1q2. Clearly,
Kpxq “ K 1pxq “ txu for every x P X . Since the σk,1,y are non-atomic measures, it
follows that σk,1,ypKpx1qq “ σk,1,ypK 1pxqq “ t0u for every x, x1 and y. Thus (6.10)
holds in this case, and so we may use Proposition 6.9 to find a continuous family

tθ̃k,1,x,x1 : px, x1q P E1pε1q2u
of generic probability measures on E1pε1q2 such that each θ̃k,1,x,x1 is a coupling of
σk,1,x and σk,1,x1 vanishing on a uniform neighborhood of the diagonal.

Let ν
pnq
k,1,x and ν

pnq
k,1,x,x1 denote the push-forwards of ν

pnq
k under the maps GÑ P ,

g ÞÑ gx and G Ñ P ˆ P , g ÞÑ pgx, gx1q, respectively. Let ω̃ : E1pε1q2 Ñ r0, 1s be
a continuous function such that ω̃px, x1q “ 0 if x and x1 are both in E1pε̃1q, and
ω̃px, x1q “ 1 if either point is outside E1p2ε̃1q. Then
(11.3) σ̃k,1,x,x1 “ `

1´ ω̃px, x1q˘ νpnqk,1,x,x1 ` ω̃px, x1qθ̃k,1,x,x1
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is a coupling of σk,1,x and σk,1,x1 depending continuously on px, x1q, and so

rTk,1 : BpE1pε1q2q Ñ BpE1pε1q2q, rTk,1ϕpx, x1q “ ż
E1pε1q2

ϕpy, y1q dσ̃k,1,x,x1py, y1q,

is a continuous self-coupling of Tk,1. Since ν
pnq
k and θ̃k,1,x,x1 are generic measures,

so is σ̃k,1,x,x1 . We are going to modify these Markov operators on the recoupling
region E1p2ε̃1, ε21q2 as follows. See Figure 8.

For x P E1p2ε̃1, ε21q, it follows from (9.16) that the subset of g P supp ν
pnq
k such

that gx P E1p2ε11q is disjoint from the set Dkpxq given by Corollary 5.7. Hence,

(11.4) ν
pnq
k,1,x

`
E1p2ε11q

˘ ď ν
pnq
k pDkpxqcq ă δ for every x P E1p2ε̃1, ε21q.

Keep in mind that σk,1,x “ ν
pnq
k,1,x if x is in the ν

pnq
k -core of E1pε1q.

core region

E1pε21q2
E1p2ε21q2

E1pε̃1q2
E1p2ε̃1q2
E1pε1q2

Figure 8. Illustrating the recoupling of the Markov operators.
The black dot at the center marks the point pE,Eq. The dashed

lined corresponds to the boundary between the ν
pnq
k -core and the

ν
pnq
k -border of E1pε1q. The shaded area is the recoupling region.
On the complement, marked in white, σ̂k,1,x,x1 “ σ̃k,1,x,x1 . On the
dark gray area σ̃k,1,x,x1 is replaced with ζk,1,x,x1 , and on the light
gray area we interpolate between the two.

Consider X “ X 1 “ E1pεrq, Y “ Y 1 “ E1p2ε̃1, ε21q2, and ηy “ η1y “ σk,1,y for

every y P Y . Moreover, let K “ E1pε11q2 YDiag1. Then

Kpx1q “ E1pε11q Y tx1u and K 1pxq “ E1pε11q Y txu
for every px, x1q P E1pε1q2. Since the σk,1,y are non-atomic measures, it follows from
(11.4) that σk,1,ypKpx1qq and σk,1,ypK 1pxqq are less than δ ă 1{2 for every x, x1 and
y. This ensures that (6.10) holds in this case, and so we may use Proposition 6.9
to find a continuous family

tζk,1,x,x1 : px, x1q P E1p2ε̃1, ε21q2u
of generic probability measures on E1pε1q2 such that every ζk,1,x,x1 is a coupling of
σk,1,x and σk,1,x1 which vanishes on a uniform neighborhood of the diagonal and
satisfies

(11.5) ζk,1,x,x1
`
E1pε11q2

˘ “ 0.
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Fix a continuous function τ : E1pε1q2 Ñ r0, 1s such that τ ” 1 on E1pε̃1, 2ε21q2
and τ ” 0 on the complement of E1p2ε̃1, ε21q2. Check Figure 8. Then define

(11.6) σ̂k,1,x,x1 “ `
1´ τpx, x1q˘ σ̃k,1,x,x1 ` τpx, x1qζk,1,x,x1

for every px, x1q P E1pε1q2. It is clear that σ̂k,1,x,x1 is a coupling of σk,1,x and σk,1,x1
depending continuously on px, x1q. Thus
pTk,1 : BpE1pε1q2q Ñ BpE1pε1q2q, pTk,1ϕpx, x1q “ ż

E1pε1q2
ϕpy, y1q dσ̂k,1,x,x1py, y1q

is also a continuous self-coupling of Tk,1. Moreover, σ̂k,1,x,x1 is a generic measure,
since σ̃k,1,x,x1 and ζk,1,x,x1 are generic, and it coincides with σ̃k,1,x,x1 outside the
recoupling region E1p2ε̃1, ε21q2.
Lemma 11.1. Let px, x1q P E1pε1q2 be such that

(a) either at least one of the points x or x1 is in the ν
pnq
k -border of E1pε1q,

(b) or both x and x1 are in the ν
pnq
k -core of E1pε1q but outside E1p2ε21q.

Then σ̂k,1,x,x1pE1pε11q2q “ 0 and so pTk,1Ψk,1px, x1q ď logΩ1 ` log 2.

Proof. Let us begin by proving the claim that σ̂k,1,x,x1 vanishes on E1pε11q2. If x is

in the ν
pnq
k -border of E1pε1q then, using (9.17),

σ̂k,1,x,x1pE1pε11q2q ď σk,1,xpE1pε11qq ď σk,1,x

ˆ
X

#

ν
pnq
k

E1pε1q
˙
“ 0.

The same argument applies when x1 is in the ν
pnq
k -border of E1pε1q. This settles the

claim in case (a). Now let x and x1 be as in (b). Keep in mind that σk,1,x “ ν
pnq
k,1,x

and σk,1,x1 “ ν
pnq
k,1,x1 . By (11.5), ζk,1,x,x1 vanishes on E1pε11q2, and so (11.6) gives

that
σ̂k,1,x,x1

`
E1pε11q2

˘ “ p1´ τpx, x1qqσ̃k,1,x,x1 `E1pε11q2
˘
.

If x and x1 are both in E1pε̃1q then τpx, x1q “ 1, and the claim follows. When

x R E1pε̃1q we get from (9.18) that ν
pnq
k,1,xpE1pε11qq “ 0. Then

σ̃k,1,x,x1pE1pε11q2q ď σk,1,xpE1pε11qq “ ν
pnq
k,1,xpE1pε11qq “ 0.

The case when x1 R E1pε̃1q is analogous. We have shown that σ̂k,1,x,x1pE1pε11q2q “ 0
also in case (b).

By Lemma 9.5, it follows that Ψk,1pu, u1q ď logΩ1 ` log 2 for σ̂k,1,x,x1-almost
every pu, u1q P E1pε1q2. Integrating with respect to σ̂k,1,x,x1 we immediately get

that pTk,1Ψk,1px, x1q ď logΩ1 ` log 2. �

Proposition 11.2. There exist κ31 “ κ31 pν8q ą 0 and C3
1 “ C3

1 pν8q ą 0 such
that given any δ ą 0 and n ě N1 the following holds for every k ě ǩ1:

(i) For any x ‰ x1 in E1pε1qpTk,1Ψk,1px, x1q ď Ψk,1px, x1q ` C3
1 n.

(ii) For any x ‰ x1 in E1pε1q with VA1px, x1q ě ωk,1,pTk,1Ψk,1px, x1q ď Ψk,1px, x1q ` C3
1 p1` δnq.

(iii) For any x ‰ x1 in E1pε31 q with VA1px, x1q ě ωk,1,pTk,1Ψk,1px, x1q ď Ψk,1px, x1q ´ pκ31 ´ C3
1 δqn.
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Proof. Take κ31 “ κ11 and C3
1 “ maxtC 1

1, log 2u, and let k ě ǩ1. We split the
argument into four cases (check Figure 8).

First, suppose that both x and x1 are in the ν
pnq
k -core of E1pε1q, and at least one

of them is in E1pε21q. This is necessarily the case in the setting of (iii). In particular
px, x1q is outside the cut-off region,

Ψk,1px, x1q “ logpΩ1 ` ψk,1px, x1q´1q ą logΩ1,

and there is no recoupling either:

σ̂k,1,x,x1 “ ν
pnq
k,1,x,x1 ,

pTk,1Ψk,1px, x1q “
ż
G

Ψk,1pgx, gx1q dνpnqk pgq.

Hence the claims in (i), (ii) and (iii) are contained in Corollary 10.6.

Now suppose that both x and x1 are in the ν
pnq
k -core of E1pε1q but outside E1pε21q,

and at least one of them is in E1p2ε21q. It is still true that px, x1q is outside the
cut-off region, and so Ψk,1px, x1q ą logΩ1. Thus the estimates in Corollary 10.6
remain valid for

(11.7)

ż
Ψk,1 dσ̃k,1,x,x “

ż
G

Ψk,1pgx, gx1q dνpnqk pgq.

However, this time px, x1q may be in the recoupling region. That is dealt with as
follows. By (11.5), the measure ζk,1,x,x1 vanishes on E1pε11q2. Thus, by Lemma 9.5,

(11.8)

ż
E1pε1q2

Ψk,1 dζk,1,x,x ď logΩ1 ` log 2 ď Ψk,1px, x1q ` log 2.

The claims (i) and (ii) follow because, by (11.6), pTk,1Ψk,1px, x1q is a convex combi-
nation of the integrals in (11.7) and (11.8).

Next suppose that both x and x1 are in the ν
pnq
k -core of E1pε1q but outside

E1p2ε21q. This corresponds to case (b) of Lemma 11.1: claims (i) and (ii) are
contained in the conclusion of that lemma. Finally, suppose that at lest one of

the points x and x1 is in the ν
pnq
k -border of E1pε1q. This is precisely the situation

in case (a) of Lemma 11.1, and so claims (i) and (ii) are again contained in the
conclusion of that lemma. �

11.2. Contradicting dimE “ 1. We are going to use the following refinement of
Lemma 6.21:

Lemma 11.3. Let T : BpXq Ñ BpXq be a Markov operator and ψ : X Ñ r0,8s
be a measurable function. Suppose that there exist constants κA, κ

1
B, κ

2
B P R and

pairwise disjoint sets A, B1, B2 such that X “ AYB1 YB2 and

(i) T ψpxq ď ψpxq ´ κA for x P A,
(ii) T ψpxq ď ψpxq ` κ1B for x P B1,
(iii) T ψpxq ď ψpxq ` κ2B for x P B2.

Let η̂ be a measure on X with
ş
ψ dη̂ ă 8 and

ş
X
T ψpxq dη̂pxq ě ş

X
ψpxq dη̂pxq.

Then

(11.9) η̂pB2q ě κAη̂pXq ´ pκA ` κ1Bqη̂pB1q
κA ` κ2B

.
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Proof. Conditions (i) - (iii) implyż
X

ψpxq dη̂pxq ď
ż
X

T ψpxq dη̂pxq

ď
ż
X

ψpxq dη̂pxq ´ κAθpAq ` κ1BθpB1q ` κ2BθpB2q.
Thus, ´κAη̂pAq ` κ1B η̂pB1q ` κ2B η̂pB2q ě 0, which implies (11.9). �

Take X “ E1pε1q2, T “ pTk,1, ψ “ Ψk,1, η̂ “ η̂k,1, and

Ak “ tpx, x1q P E1pε31 q2 : VA1px, x1q ą ωk,1u,(11.10)

B1 “ tpx, x1q P E1pε1q2 : dpx,Eq ą ε31 or dpx1, Eq ą ε31 u,(11.11)

B2
k “ tpx, x1q P E1pε1q2 : VA1px, x1q ď ωk,1u.(11.12)

It is clear that A “ Ak is disjoint from B “ B1 YB2
k , and their union is the whole

E1pε1q2. The sets B1 and B2 “ B2
k are also disjoint if k is sufficiently large, because

VA1px, x1q “ dpx` x1, Eq ě maxtdpx,Eq, dpx1, Equ
is greater than ε31 whereas pωk,1qk converges to zero when k Ñ8. Also, AYB1YB2
is the whole E1pε1q2. Moreover, (7.2) implies that B2 “ H when dimE “ 1.

Proposition 11.2 shows that, assuming that k is sufficiently large, the hypotheses
of Lemma 11.3 are satisfied for these choices, with

κA “ pκ31 ´ C3
1 δqn, κ1B “ C3

1 p1` δnq, and κ2B “ C3
1 n.

Take δ ą 0 to be sufficiently small, depending on ν8, and n P N to be sufficiently
large, depending on ν8 and δ, that

(11.13) κA ą 9κ1B.
As in Proposition 6.23, we find a sequence pη̂k,1,jqj of probability measures on

E1pε1q2 converging to a pTk,1-invariant self-coupling η̂k,1 of ηk,1 such that every η̂k,1,j
satisfies

ş
E1pε1q2 Ψk,1 dη̂k,1,j ă 8 andż

E1pε1q2
pTk,1Ψk,1px, x1q dη̂k,1,jpx, x1q ě

ż
E1pε1q2

Ψk,1px, x1q dη̂k,1,jpx, x1q.

Applying Lemma 11.3 with T “ pTk,1 and η̂ “ η̂k,1,j we get that

(11.14) η̂k,1,jpB2q ě κAη̂k,1,jpE1pε1q2q ´ pκA ` κ1Bqη̂k,1,jpB1q
κA ` κ2B

for every j. Passing to the limit as j Ñ8, we conclude that

(11.15) η̂k,1pB2q ě κAη̂k,1pE1pε1q2q ´ pκA ` κ1Bqη̂k,1pB1q
κA ` κ2B

.

Observe that η̂k,1pE1pε1q2q “ ηk,1pE1pε1qq and, using (11.2),

(11.16) η̂k,1pB1q ď 2ηk,1pE1pε1, ε31 qq ă 4

10
ηk,1pE1pε1qq.

Thus, (11.13) and (11.15) imply

(11.17) η̂k,1pB2q ě κA ´ 4
10
pκA ` κ1Bq

κA ` κ2B
ηk,1pE1pε1qq ě 5κ1B

κA ` κ2B
ηk,1pE1pε1qq ą 0.
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When dimE “ 1 this yields a contradiction, because B2 is empty in that case.
Thus dimE ě 2.

11.3. Completing the first step. Let us consider the map

Σ : E1pε1q2zDiag1 Ñ Grp2, dq, Σpx, x1q “ x` x1.
We would like to define ηk,2 “ Σ˚pη̃k,1q but there is a problem in that Σpx, x1q is
not defined on Diag1 and we cannot exclude the possibility that η̃k,1 is positive on
the diagonal.

To by-pass this difficulty, we introduce the compact topological spaces

Y1 “ tpx, x1, yq P Grp1, dq2 ˆGrp2, dq : x Ă y and x1 Ă yu
Y1pεq “ tpx, x1, yq P Y1 : x, x1 P E1pεqu for ε ą 0,

together with the canonical projections

p1 : Y1 Ñ Grp1, dq2, px, x1, yq ÞÑ px, x1q
p2 : Y1 Ñ Grp2, dq, px, x1, yq ÞÑ y.

For px, x1, yq P Y1, k P N, and n P N, denote by ν
pnq
k,1,x,x1,y the image of ν

pnq
k under

the diagonal action
GÑ Y1, pg ÞÑ pgx, gx1, gyq.

Clearly, each ν
pnq
k,1,x,x1,y is a lift of ν

pnq
k,1,x,x1 relative to p1 : Y1 Ñ Grp1, dq2. The

complement of the diagonal in Grp1, dq2 embeds in Y1 through

px, x1q ÞÑ px, x1, x` x1q.
In particular, every measure ξ on Grp1, dq2 that vanishes on the diagonal has a
(unique) lift ξ̌ to Y1.

From the relations (11.3) and (11.6), we see that

(11.18) σ̂k,1,x,x1 “ `
1´ ω̌px, x1q˘ νpnqk,1,x,x1 ` ω̌px, x1qθ̂k,1,x,x1

where ω̌ : E1pε1q2 Ñ r0, 1s is a continuous function that vanishes identically on

E1pε21q2, and each θ̂k,1,x,x1 is a coupling of σk,1,x and σk,1,x1 vanishing on a uniform
neighborhood of the diagonal. In view of the previous remarks, it follows that the
σ̂k,1,x,x1 lift to probability measures

(11.19) σ̌k,1,x,x1,y “ `
1´ ω̌px, x1q˘ νpnqk,1,x,x1,y ` ω̌px, x1qθ̌k,1,x,x1,y

on Y1pε1q, where θ̌k,1,x,x1,y is the unique lift of θ̂k,1,x,x1 . Since νpnq and θ̂k,1,x,x1 are
generic measures, so is σ̌k,1,x,x1,y for every px, x1, yq P Y1pε1q.

It is clear that ν̌
pnq
k,x,x1,y varies continuously on Y1pε1q and, by uniqueness, so does

θ̌k,1,x,x1,y. Thus,qTk,1 : BpY1pε1qq Ñ BpY1pε1qq, qTk,1Ψpx, x1, yq “ ż
Y1pε1q

Ψ dσ̌k,1,x,x1,y.

defines a continuous Markov operator. From the definition we see that qTk,1 is a lift

of pTk,1, in the sense thatqTk,1pψ ˝ p1q “ ´pTk,1ψ¯ ˝ p1 for every ψ P BpY1pε1qq.
Thus, the construction in Proposition 6.23 can be applied simultaneously to the
two operators, to yield a sequence of probability measures η̌k,1,j converging to
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a qTk,1-invariant measure η̌k,1 on Y1pε1q, and whose projections down to E1pε1q2
are self-couplings η̂k,1,j of the ηk,1 vanishing on neighborhoods of the diagonal of

E1pε1q2, and converging to the pTk,1-invariant measure η̂k,1.
Next, define ηk,2 “ p2˚η̌k,1 and let tdη̌k,1,v : v P p2Y1pε1qu be a disintegration of

η̌k,1 with respect to the partition tp´1
2 pvq : v P p2Y1pε1qu. Then define

Tk,2 : Bpp2Y1pε1qq Ñ Bpp2Y1pε1qq,
Tk,2Φpyq “

ż
p
´1

2
pyq

qTk,1pΦ ˝ p2qpx, x1, yq dη̌k,1,ypx, x1q.

Equivalently, Tk,2Φpyq “ ş
p2Y1pε1q Φ dσk,2,y with

(11.20) σk,2,y “
ż
p
´1

2
pyq
p2˚σ̌k,1,x,x1,y dη̌k,1,ypx, x1q.

Let Bk “ p2p
´1
1 pB2

kq “ tx ` x1 : px, x1q P B2
ku, where B2

k is as in the previous
section. Define also ηk,2,j “ p2˚η̌k,1,j for j P N. Then

ηk,2,jpBkq ě η̌k,1,j
`
p´1
1 pB2

kq
˘ “ η̂k,1,jpB2

kq.
Passing to the limit as j Ñ8 and arguing as in (11.14)–(11.17) we find that

ηk,2pBkq ě 5κ1B
κA ` κ2B

ηk,1pE1pε1qq.
Now, the definition (11.12) implies that Bk converges to E2 as k Ñ 8, because
ωk,1 Ñ 0. Thus, any accumulation point η8,2 of ηk,2 must satisfy

(11.21) η8,2pE2q ě 5κ1B
κA ` κ2B

η8,1pE1q ą 0.

Take n2 “ n and ε2 “ ε21. Let ν
pn2q
k,2,y denote the push-forward of ν

pn2q
k under the

map GÑ Grp2, dq, g ÞÑ gy.

Lemma 11.4.

(i) σk,2,y “ ν
pn2q
k,2,y for every y P E2pε2q.

(ii) σk,2,y

ˆ
X

#

ν
pnq
k

E2pε2q
˙
“ 0 for every y R E2pε2q

(iii) The measure ηk,2 is Tk,2-invariant.

Proof. It is clear that ν
pn2q
k,2,y coincides with the push-forward of ν

pn2q
k,1,x,x1,y under the

projection p2. Thus (11.19) gives that

p2˚σ̌k,1,x,x1,y “ `
1´ ω̌px, x1q˘ νpn2q

k,2,y ` ω̌px, x1qp2˚θ̌k,1,x,x1,y,
and so,

σ̌k,2,y “
˜
1´

ż
p
´1

2
pyq
ω̌px, x1q dη̌k,1,ypx, x1q

¸
ν
pn2q
k,2,y

`
ż
p
´1

2
pyq
ω̌px, x1qp2˚θ̌k,1,x,x1,y dη̌k,1,ypx, x1q,

If y P E2pε2q then both x and x1 are necessarily in E1pε2q, by (7.1), in which case

ω̌px, x1q “ 0. Then σk,2,y “ ν
pn2q
k,2,y, as claimed in (i).
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In view of the expression (11.20), to prove part (ii) it suffices to show that if
y R E2pε2q then
(11.22) p2˚σ̌k,1,x,x1,y

ˆ
X

#

ν
pnq
k

E2pε2q
˙
“ 0

for any x, x1 Ă y. If x and x1 are both in E1pε2q then
p2˚σ̌k,1,x,x1,y “ p2˚νpn2q

k,1,x,x1,y “ ν
pn2q
k,2,y

and then the claim follows from Remark 6.26. From now on, we assume that one
of the points, x say, is not in E1pε2q. It follows from the definitions that

p´1
2

ˆ
X

#

ν
pnq
k

E2pε2q
˙
Ă X

#

ν
pnq
k

E1pε2q2 ˆ X
#

ν
pnq
k

E2pε2q,
and so

(11.23)

p2˚σ̌k,1,x,x1,y
ˆ
X

#

ν
pnq
k

E2pε2q
˙
ď σ̌k,1,x,x1,y

ˆ
X

#

ν
pnq
k

E1pε2q2 ˆ X
#

ν
pnq
k

E2pε2q
˙

ď σ̂k,1,x,x1

ˆ
X

#

ν
pnq
k

E1pε2q2
˙

ď σk,1,x

ˆ
X

#

ν
pnq
k

E1pε2q
˙
.

If x is in the ν
pnq
k -border of E1pε1q then
σk,1,x

ˆ
X

#

ν
pnq
k

E1pε2q
˙
ď σk,1,x

ˆ
X

#

ν
pnq
k

E1pε1q
˙
“ 0,

because the operator Tk,1 is adapted to pνpnqk , E1pε1qq. If x is in the ν
pnq
k -core of

E1pε1q then Remark 6.26 gives that

σk,1,x

ˆ
X

#

ν
pnq
k

E1pε2q
˙
“ ν

pnq
k,1,x

ˆ
X

#

ν
pnq
k

E1pε2q
˙
“ 0.

Thus the right-hand side of (11.23) vanishes in either case. That completes the
proof of (11.22) and of part (ii) of the lemma.

Finally, by definition,ż
p2Y1pε1q

pTk,2Φq dηk,2

“
ż
p2Y1pε1q

ż
p
´1

2
pyq

qTk,1 pΦ ˝ p2q px, x1, yq dη̌k,1,ypx, x1q dηk,2pyq
“
ż
Y1pε1q

qTk,1pΦ ˝ p2qpx, x1, yq dη̌k,1px, x1, yq
for any Φ P Bpp2Y1pε1qq. Since η̌k,1 is qTk,1-invariant, this givesż

p2Y1pε1q
pTk,2Φq pyq dηk,2pyq “

ż
Y1pε1q

pΦ ˝ p2qpx, x1, yq dη̌k,1px, x1, yq

“
ż
p2Y1pε1q

Φ dη̂k,2,

which proves claim (iii). �
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Since the σ̌k,1,x,x1,y are generic measures and the projection p2 is algebraic, it
follows readily from (11.20) and Remark 5.1 that every σk,2,y is a generic measure.
Then, conclusions (i) and (ii) in Lemma 11.4 allow us to apply Propositions 6.15
and 6.25 to X “ p2Y1pε1q and U “ E2pε2q. In this way we get a continuous

Markov operator adapted to pνpn2q
k , E2pε2qq which leaves invariant the restriction of

ηk,2 | E2pε2q. Replace Tk,2 and ηk,2 with this new Markov operator and invariant
measure, respectively. This finishes the first step of the induction.

Part IV. General step of the induction

12. Preparing a Margulis function

Let r ą 1 be fixed. Here we extend the construction in Section 8, to find a positive
function ψr such that ´ logψr has some of the features of a Margulis function. The
main result is Proposition 12.8, an extension of Proposition 8.1. Throughout, δ ą 0
and n P N should be seen as free parameters, whose values are fixed at the end of
the construction.

Recall that Fpr, dq denotes the set of flags F1 Ă F2 Ă ¨ ¨ ¨ Ă Fr´1 Ă Fr Ă R
d,

where each Fi has dimension i. Moreover,

Er̨ “ tpF1, . . . , Frq P Fpr, dq : Fr P Eru and,
Er̨ pεq “

 pF1, . . . , Frq P Fpr, dq : Fr P Erpεq( for each ε ą 0.

We use x “ pF1, . . . , Frq and x1 “ pF 1
1, . . . , F

1
rq to denote generic elements of Fpr, dq.

Most steps towards Proposition 12.8 are rather straightforward translations of
the arguments in Section 8. One significant difference is that Lemma 8.6 no longer
holds: for r ą 1 it is possible to have x and x1 with Fr and F 1

r arbitrarily close to
the equator E without VPrpx, xq1 getting close to zero. For that reason, we cannot
take ψr “ VPr. This is dealt with in Section 12.3: instead, we define ψr inductively
in terms of both VPr and ψr´1.

12.1. Vertical angle function. Assume x, x1 P Fpr, dq to be such that F 1
1 Ć Fr.

By definition, the great circle through x and x1 is the subset y “ ypx, x1q of Grpr, dq
defined by

y “ tξ P Grpr, dq : Fr´1 Ă ξ Ă F 1
1 ` Fru.

This is consistent with the case r “ 1, as long as we follow the convention that
F0 “ t0u. On the other hand, the great circle y depends on x through Fr´1 and Fr,
whereas it depends on x1 through F 1

1 only. In particular, ypx, x1q need not coincide
with ypx1, xq when r ą 1. Related to this, the analogue of (8.14) is usually false
when r ą 1: the values of VArpx, x1q and VPrpx, x1q that we define in the following
may change when the roles of x and x1 are exchanged.

The vertical angle function VAr is defined by

(12.1) VArpx, x1q “ sup
ξPy

dpξ, Eq “ sup
ξPy

sup
uPξ

dpu,Eq.
Note that this is consistent with the case r “ 1. Following the intuition from r “ 1,
we think of VArpx, x1q as the angle between the great circle y and Er . Indeed,

(12.2) VArpx, x1q “ sup
uPF 1

1
`Fr

dpu,Eq “ dpF 1
1 ` Fr, Eq,

and so VArpx, x1q “ 0 if and only if F 1
1 ` Fr Ă E, that is, if and only if y Ă Er.

We are going to prove the following extension of Proposition 8.1 for r ą 1:
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Proposition 12.1. There exist κ1r “ κ1rpν8q ą 0 and C 1
r “ C 1

rpν8q ą 0 and for
any δ ą 0 there exists Nr “ Nrpν8, δq such that for every n ě Nr there exists
ρ1r “ ρ1rpν8, δ, nq ą 0 such thatż

G

´ logVPrpgx, gx1q dνpnq8 pgq ď ´ logVPrpx, x1q ´ pκ1r ´ C 1
rδqn

for every x, x1 P Er̨ pρ1rq with F 1
1 Ć Fr.

Begin by noting that the properties (8.5) through (8.7) extend to r ą 1. More
precisely, it follows from (12.2) that

(12.3) VArpx, x1q ě dpu,Eq “ }uK}
}u}

for any u P F 1
1 ` Fr and x, x1 P Fpr, dq with F 1

1 Ć Fr. Moreover, if u P F 1
1 ` Fr

realizes the supremum in the definition (12.2) then

(12.4) VArpx, x1q “ dpu,Eq “ }uK}
}u} .

Then, combining (12.3) with (12.4),

(12.5) VArpgx, gx1q ě }pguqK}
}gu} “ VArpx, x1q}pguq

K}
}gu}

}u}
}uK}

for any g P G. By Remark 3.1, when g P supp ν
pnq8 this means that

(12.6) VArpgx, gx1q ě }gKuK}
}gu} ě VArpx, x1q}g

KuK}
}gu}

}u}
}uK} .

Furthermore, just as for (8.7),

(12.7) ´ logVArpgx, gx1q ď ´ logVArpx, x1q `Bn

for any x, x1 P Fpr, dq with F 1
1 Ć Fr and g P supp ν

pnq
8 .

The proof of Proposition 12.1 is analogous to that of Proposition 8.1, replacing
dpx, x1q, dpgx, gx1q and dpx,Eq with dpFr, Fr´1 ` F 1

1q, dpgFr, gpFr´1 ` F 1
1qq and

dpFr, Eq, respectively, and substituting r for 1 in the subscript. The details follow,
but the reader may choose to skip them and proceed directly to Section 12.3.

Lemma 12.2. There exists κ̃r “ κ̃rpν8q ą 0 and for each δ ą 0 there exist

θ̃r “ θ̃rpν8, δq ą 0 and rNr “ rNrpν8, δq P N such that for every n ě rNr and

x, x1 P Fpr, dq with F 1
1 Ć Fr there exists rEr “ rErpν8, δ, n, x, x1q Ă supp ν

pnq
8 with

ν
pnq8 prEc

r q ă δ and

(12.8) ´ logVArpgx, gx1q ď maxt´ logVArpx, x1q ´ κ̃rn, θ̃ru for every g P rEr.
Proof. Analogous to Lemma 8.2. Let κ0 “ κ0pν8q ą 0, N0 “ N0pν8, δq P N, and

E0 “ E0pν8, δ, n, uKq Ă supp ν
pnq8 and τ0 “ τ0pν8, δq ą 0 be as in Proposition 5.5.

Given x, x1 P Fpr, dq with F 1
1 Ć Fr, take u to be a non-zero vector that realizes the

supremum in the definition (12.2). Write u “ uE ` uK with uE P E and uK P EK.
Take

(12.9)
κ̃r “ κ0{2, θ̃r “ ´ logpτ0{4q,rNr ą maxtN0, 4{κ̃ru, and rEr “ E0pν8, δ, n, uKq.
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Let n ě rNr and g P rEr; then g P supp ν
pnq8 . If }gKuK}{}gu} ě τ0{2 then the first

inequality in (12.6) implies that

(12.10) ´ logVArpgx, gx1q ď ´ log
τ0

2
ď θ̃r.

If }gKuK}{}gu} ă τ0{2 then part (2) of Proposition 5.5 gives that

}guK}
}gu} ă 1

2
, and so

}guE}
}gu} ą 1

2
.

Substituting the latter inequality and }u} ě }uE} in (12.6), we find that

(12.11) VArpgx, gx1q ě 1

2
VArpx, x1q}g

KuK}
}uK}

}uE}
}guE} .

Thus, recalling the definition (5.3) and part (1) of Proposition 5.5,

VArpgx, gx1q ě 1

2
VArpx, x1q}Dg

K
uEu

K}
}uK} ě 1

2
VArpx, x1qeκ0n.

By the choices of κ̃r and rNr in (12.9), this implies

(12.12)
´ logVArpgx, gx1q ď ´ logVArpx, x1q ` log 2´ 2κ̃rn

ď ´ logVArpx, x1q ´ κ̃rn.

The conclusion of the lemma is contained in (12.10) and (12.12). �

12.2. Vertical projection function. The vertical projection function VPr is de-
fined by

(12.13) VPrpx, x1q “ VArpx, x1qdpFr , Fr´1 ` F 1
1qγr

where γr “ γrpν8q is a small positive constant chosen through the following result,
which extends Proposition 8.3 to r ą 1:

Proposition 12.3. There exist γr “ γrpν8q ą 0 and κ1r “ κ1rpν8q ą 0 and for
each δ ą 0 there exists Nr “ Nrpν8, δq P N such that for every n ě Nr there exists
ρ1r “ ρ1rpν8, δ, nq ą 0 such that for any x, x1 P Er̨ pρ1rq with F 1

1 Ć Fr there exists

E 1r “ E 1rpν8, δ, n, x, x1q Ă supp ν
pnq8 with ν

pnq8 ppE 1rqcq ă δ and

(12.14) ´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ´ κ1rn for every g P E 1r.

For the proof of Proposition 12.3 we need to extend Lemmas 8.4 and 8.5 to r ą 1,
which we do in the couple of statements that follow.

Let v P Fr and v1 P Fr´1 ` F 1
1 be unit vectors orthogonal to Fr´1 such that

(12.15)

Fr “ Fr´1 ` Rv,

Fr´1 ` F 1
1 “ Fr´1 ` Rv1, and

dpFr , Fr´1 ` F 1
1q “ | sin=pv, v1q|.

It is no restriction to take the angle between v and v1 to be non-obtuse. Then the
vector w “ v1 ´ v satisfies (compare Figure 5)

(12.16) dpFr, Fr´1 ` F 1
1q ď }w} and =pw, vq ě π

4
.
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Lemma 12.4. Given x, x1 P Fpr, dq with F 1
1 Ć Fr, let w “ v1 ´ v be as in (12.16).

Then

(12.17) dpFr, Eq ă 1

4
VArpx, x1q implies

}wK}
}w} ą 1

4
VArpx, x1q.

Proof. Analogous to Lemma 8.4. Let u P F 1
1 ` Fr be any non-zero vector that

realizes the supremum in the definition (12.2). Since F 1
1 ` Fr “ spantFr´1, v, wu,

we may write u “ u0 ` av ` bw with u0 P Fr´1 and a, b P R. Recall that v and
w are orthogonal to Fr´1. Moreover, by (12.16) the angle between them is no less
than π{4. This implies that }u0 ` av} and }bw} are both less than 2}u}. Thus,

VArpx, x1q “ }uK}
}u} ď }pu0 ` avqK}

}u} ` }bwK}
}u}

ă 2
}pu0 ` avqK}
}u0 ` av} ` 2

}wK}
}w} ď 2dpFr, Eq ` 2

}wK}
}w} .

Thus, dpFr , Eq and }wK}{}w} cannot be both less than VArpx, x1q{4. �

Take κ̃r “ κ̃rpν8q ą 0 and θ̃r “ θ̃rpν8, δq ą 0 to be as in Lemma 12.2.

Lemma 12.5. There exists κ̂r “ κ̂rpν8q ą 0 and for each δ ą 0 there existspNr “ pNrpν8, δq P N such that for each n ě pNr there exists ρ̂r “ ρ̂rpν8, δ, nq ą 0

such that for any x, x1 P Er̨ pρ̂rq with F 1
1 Ć Fr and ´ logVArpx, x1q ď θ̃r` κ̃rn there

exists Êr “ Êrpν8, δ, n, x, x1q Ă supp ν
pnq8 with ν

pnq8 pÊc
r q ă δ and

(12.18) ´ log dpgFr, gpFr´1`F 1
1qq ď ´ log dpFr, Fr´1`F 1

1q´ logVArpx, x1q´ κ̂rn
for every g P Êr.

Proof. Analogous to Lemma 8.5. Let κ0 “ κ0pν8q ą 0, N0 “ N0pν8, δq P N, and

E0 “ E0pν8, δ, n, vKq Ă supp ν
pnq8 be as in Proposition 5.5. Given x and x1 with

F 1
1 Ć Fr, let w “ v1 ´ v be as in (12.16). Take

(12.19)
κ̂r “ κ̃r{2, pNr “ max tN0, 5{κ̂ru ,
ρ̂r ă e´θ̃r´κ̃rn{10, and Êr “ E0pν8, δ, n, wKq.

Let n ě pNr and g P Êr Ă supp ν
pnq8 . As observed in (12.16),

(12.20) dpFr , Fr´1 ` F 1
1q ď }w}.

Let us suppose that }gv} ě }gv1}; the case }gv} ď }gv1} is analogous, reversing the
roles of Fr and Fr´1 ` F 1

1. Just as in (8.22),

(12.21) ´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr, Fr´1 ` F 1

1q ´ log
}Πgvgw}
}gv}

}v}
}w} .

for any g P G. By the condition on ρ̂r in (12.19), if dpFr , Eq ď ρ̂r then

4dpFr, Eq ă e´θ̃r´κ̃rn ă VArpx, x1q,
and then Lemma 12.4 gives that

(12.22)
}wK}
}w} ą 1

4
VArpx, x1q ą 1

4
e´θ̃r´κ̃rn.
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Up to further reducing ρ̂r, we may also assume that

(12.23)
}hz}
}z} ě 1

2

}hzE}
}zE} and }Πhzhw} ě 1

2
}ΠhzEgw}

for any non-zero z “ zE ` zK in E‘EK with }zK}{}z} ď ρ̂r and any h P supp ν
pnq8 .

The second part of (12.23) implies that

(12.24) }Πhzhw} ě 1

2
}ΠhzEhw} ě 1

2
}ΠEhw} “ 1

2
}phwqK} “ 1

2
}hKwK}.

Noting that }vK}{}v} ď dpFr , Eq ď ρ̂r, take z “ v and h “ g in the previous two
relations. Thus, substituting (12.23) and (12.24) in (12.21),

´ log dpgFr , gpFr´1 ` F 1
1qq ď ´ log dpFr , Fr´1 ` F 1

1q ` log 4´ log
}gKwK}
}w}

}vE}
}gvE} .

Then, using also (12.22) and (5.3),

´ log dpgFr, gpFr´1 ` F 1
1qq

ď ´ log dpFr , Fr´1 ` F 1
1q ´ logVArpx, x1q ` log 16´ log

}gKwK}
}wK}

}vE}
}gvE}

“ ´ log dpFr , Fr´1 ` F 1
1q ´ logVArpx, x1q ` log 16´ log

}DgK
vEw

K}
}wK} .

By part (1) of Proposition 5.5 and the choice of κ̂r and pNr in (12.19), it follows
that

´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr, Fr´1 ` F 1

1q ´ logVArpx, x1q ` 5´ 2κ̂rn

ď ´ log dpFr, Fr´1 ` F 1
1q ´ logVArpx, x1q ´ κ̂rn,

as claimed. �

Proof of Proposition 12.3. Analogous to Proposition 8.3. Take A “ Apν8q as in
(8.2) and then define

(12.25)

γr “ min
 
1, κ̃r{p2Aq(,

κ1r “ min
 
κ̃r{2, γrκ̂r{2(,

ρ1r “ mintρ̂rpν8, δq, ρ̂rpν8, δ{2qu,
Nr “ max

 rNrpν8, δ{2q, pNrpν8, δ{2q, 2θ̃r{pγκ̂rq(, and
E 1r “ rErpν8, δ{2, n, x, x1q X Êrpν8, δ{2, n, x, x1q.

By construction, ν
pnq8 ppE 1rqcq ă δ. The definition (12.13) gives that

(12.26) ´ logVPrpgx, gx1q “ ´ logVArpgx, gx1q ´ γr log dpgFr, gpFr´1 ` F 1
1qq.

Consider x, x1 P Er̨ pρ1rq with F 1
1 Ć F , and let n ě Nr and g P E 1r. First, suppose

that ´ logVArpx, x1q ě θ̃r ` κ̃rn. Then, by Lemma 12.2,

(12.27) ´ logVArpgx, gx1q ď ´ logVArpx, x1q ´ κ̃rn

Substituting (12.27) and (8.2) in (12.26) we find that

´ logVPrpgx, gx1q ď ´ logVArpx, x1q ´ κ̃rn´ γr log dpFr , Fr´1 ` F 1
1q ` γrAn.
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By (12.26) and the choice of γr and κ1r in (12.25), this yields

(12.28) ´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ´ κ̃r

2
n ď ´ logVPrpx, x1q ´ κ1rn.

Now assume that ´ logVArpx, x1q ď θ̃r ` κ̃rn. In this case, Lemma 12.2 yields

(12.29) ´ logVArpgx, gx1q ď θ̃r

and Lemma 12.5 gives that

(12.30) ´ log dpgFr, gpFr´1`F 1
1qq ď ´ log dpFr, Fr´1`F 1

1q´ logVArpx, x1q´ κ̂rn.
Substituting (12.29) and (12.30) in (12.26) we obtain

´ logVPrpgx, gx1q ď θ̃r ´ γr log dpFr , Fr´1 ` F 1
1q ´ γr logVArpx, x1q ´ γrκ̂rn

ď ´ logVPrpx, x1q ` θ̃r ` p1´ γrq logVArpx, x1q ´ γrκ̂rn.

Since VArpx, x1q ď 1, γr ď 1, and n ě Nr ě 2θ̃r{pγrκ̂rq, this yields

(12.31)
´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ` θ̃r ´ γrκ̂rn

ď ´ logVPrpx, x1q ´ γrκ̂r

2
n ď ´ logVPrpx, x1q ´ κ1rn.

The relations (12.28) and (12.31) contain the conclusion of Proposition 12.3. �

12.3. The function ´ logψr. At this point, the proof of Proposition 12.1 is anal-
ogous to that of Proposition 8.1. Take κ1r ą 0, Nr P N and ρ1r ą 0 as in Proposi-
tion 12.3. Let C 1

r “ C 1
rpν8q ą 0 be given by

(12.32) C 1
r “ B ` γrA.

Substituting (12.7) and (8.2) in the definition (12.13), we find that

(12.33)

´ logVPrpgx,gx1q
“ ´ logVArpgx, gx1q ´ γr log dpgFr , gpFr´1 ` F 1

1qq
ď ´ logVArpx, x1q `Bn´ γr log dpFr, Fr´1 ` F 1

1q ` γrAn

“ ´ logVPrpx, x1q ` C 1
rn.

for any g P supp ν
pnq8 and x, x1 P Fpr, dq with F 1

1 Ć Fr . Integrating (12.14) over E 1r
and (12.33) over the complement, and using the fact that ν

pnq
8 ppE 1rqcq ă δ, we get

that ż
G

´ logVPrpgx, gx1q dνpnq8 pgq ď ´ logVPrpx, x1q ´ κ1rn` C 1
rδn.

for every n ě Nr and x, x1 P Er̨ pρ1rq with F 1
1 Ć Fr. This completes the proof of

Proposition 12.1.
However, as mentioned before, for r ą 1 it is possible to have x and x1 with Fr

and F 1
r arbitrarily close to the equator E without VPrpx, x1q getting close to zero.

Here is a simple example (see also part (2) of Lemma 12.7):

Example 12.6. Denote by px1, x2, x3, x4q the elements of R4 and let E “ tx4 “ 0u,
F1 “ tx2 “ x3 “ x4 “ 0u, F2 “ tx3 “ x4 “ 0u, F 1

1 “ tx2 “ x3 “ 0, x4 “ εx1u
and F 1

2 “ tx3 “ 0, x4 “ εx1u. It is clear that F2 Ă E and F 1
2 Ñ E when ε Ñ 0.

However,

‚ VA2px, x1q “ dpF2 ` F 1
1, Eq “ 1, since p0, 0, 0, 1q P pF2 ` F 1

1q XEK;
‚ dpF2, F1 ` F 1

1q “ 1, since p0, 1, 0, 0q P F2 X pF1 ` F 1
1qK.
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It follows that VP2px, x1q remains bounded from zero when εÑ 0.

Thus, ´ logVPrpx, x1q cannot be used as a Margulis function for the equator Er̨

in the flag space. To rectify this problem, we define the function ψr inductively in
r as follows. Let x´, x1́ P Fr´1pRdq be the truncated flags obtained by dropping
the r-dimensional subspaces from x and x1, respectively. The assumption F 1

1 Ć Fr

implies that F 1
1 Ć Fr´1, and so we may assume that ψr´1px´, x1́ q has already been

defined. Then define

(12.34) ψrpx, x1q “ ψr´1px´, x1́ qβr´1 VPrpx, x1q,
where the exponent βr´1 “ βr´1pν8q is a small constant to be chosen as follows.

It follows from this definition and (12.33) that

´ logψjpgx, gx1q ` logψjpx, x1q
ď “´ logψj´1pgx, gx1q ` logψj´1px, x1q

‰
βj´1 ` C 1

jn

for every j “ 2, . . . , r. Thus, recalling also (8.35),

(12.35)

´ logψrpgx, gx1q
ď ´ logψrpx, x1q ` “

C 1
1β1 ¨ ¨ ¨βr´1 ` ¨ ¨ ¨ ` C 1

r´1βr´1 ` C 1
r

‰
n

ď ´ logψrpx, x1q ` C2
rn,

where C2
r “ C2

r pν8q is defined by

(12.36) C2
r “ C 1

1 ` ¨ ¨ ¨ ` C 1
r´1 ` C 1

r .

Take the exponent βr´1 in (12.34) small enough that

(12.37) βr´1C
2
r´1 ď 1

2
κ1r

where κ1r “ κ1rpν8q is as in Proposition 12.1.
The function ´ logψrpx, x1q thus defined does go to infinity when the flags x and

x1 approach the equator Er̨ :

Lemma 12.7. Given any R ą 0, there exists ρ̃r “ ρ̃rpν8, Rq ą 0 such that for any
x, x1 P Er̨ pρ̃rq with F 1

1 Ć Fr,

(1) ´ logψrpx, x1q ą R and
(2) ´ logVPrpx, x1q ą R unless VAr´1px´, x1́ q ą ρ̃r.

Proof. It is clear from the definitions (12.2) and (12.13) that VPjpx, x1q ď 1 for
every 1 ď j ď r and any x, x1 P Fpj, dq with F 1

1 Ć Fj . So, the definition (12.34)
implies that

(12.38) ´ logψrpx, x1q ě ´ logψ1pF1, F
1
1qβ1 ¨ ¨ ¨βr´1.

By definition, the βj depend only on ν8. Then Lemma 8.6 gives that for any R ą 0
there exists ρ ą 0 depending only on ν8 and R such that the right-hand side of
(12.38) is greater than R for any F1 ‰ F 1

1 in E1pρq. Since dpF1, Eq ď dpFr , Eq and
dpF 1

1, Eq ď dpF 1
r, Eq, because F1 Ă Fr and F 1

1 Ă F 1
r, we get that ´ logψrpx, x1q ą R

for any x, x1 P Er̨ pρq with F 1
1 Ć Fr. This proves part (1).

To prove part (2), consider x, x1 P Fpr, dq with dpFr, Eq ď ρ, dpF 1
r, Eq ď ρ, and

(12.39) VAr´1px´, x1́ q “ dpFr´1 ` F 1
1, Eq ď ρ.

If dpFr, F
1
r´1 ` F 1

1q ď ?
ρ, then

(12.40) VPrpx, x1q ď dpFr , Fr´1 ` F 1
1qγr ď ργr{2.



CONTINUITY OF THE LYAPUNOV EXPONENTS OF RANDOM MATRIX PRODUCTS 79

Now suppose that dpFr , F
1
r´1 ` F 1

1q ě ?
ρ. Let v and v1 be unit vectors orthogonal

to Fr´1 as in (12.15). Take u P F 1
1`Fr realizing the supremum in (12.2), and write

u “ u0`av`bv1 with u0 P Fr´1 and a, b P R. Since | sin=pv1, Frq| “ dpFr, F
1
1`F 1

r´1q
is taken to be greater than

?
ρ,

}u0 ` av} ď 2?
ρ
}u} and }bv1} ď 2?

ρ
}u}.

Then,

VArpx, x1q “ }uK}
}u} ď }pu0 ` avqK}

}u} ` }pbv1qK}
}u}

ď 2?
ρ

}pu0 ` avqK}
}u0 ` av} ` 2?

ρ

}pv1qK}
}v1} .

Recalling also (12.39), we get that

(12.41) VPrpx, x1q ď VArpx, x1q ď 2?
ρ
dpFr, Eq ` 2?

ρ
dpF 1

1 ` F 1
r´1, Eqq ď 4

?
ρ.

Since γr and ρ may be taken to be smaller than 1, both inequalities (12.40) and
(12.41) imply that

´ logVPrpx, x1q ě ´γr
2

log ρ´ log 4

for any x, x1 in Er̨ pρq with F 1
1 Ć Fr. The right-hand side is larger than R, as long

as ρ is chosen to be sufficiently small. �

For completeness, we include the following version of Propositions 12.1 and 12.3
for the function ψr, although it will not be needed in what follows (the related
Proposition 13.2 will be used instead):

Proposition 12.8. There exists κ2r “ κ2rpν8q ą 0 such that for each δ ą 0 and
n ě Nr there exists ρ2r “ ρ2rpν8, δ, nq ą 0 such that for any x, x1 P Er̨ pρ2rq with

F 1
1 Ć Fr there exists E2r “ E2r pν8, δ, n, x, x1q Ă supp ν

pnq8 with ν
pnq8 ppE2r qcq ă δ and

(12.42) ´ logψrpgx, gx1q ď ´ logψrpx, x1q ´ κ2rn for every g P E2r
and

(12.43)

ż
G

´ logψrpgx, gx1q dνpnq8 pgq ď ´ logψrpx, x1q ´ pκ2r ´ C2
r δqn.

Proof. The case r “ 1 consists of the inequalities (8.15) and (8.1), respectively.
with κ21 “ κ11, C2

1 “ C 1
1, ρ

2
1 “ ρ11, and E21 “ E 11. Now suppose that r ą 1. Recall

that C2
r “ C2

r pν8q was defined in (12.36). Define also

(12.44) κ2r “ κ1rpν8q{2, ρ2r “ ρ1rpν8, δ, nq and E2r “ E 1rpν8, δ, n, x, x1q.
Consider n ě Nr, and x, x

1 P Er̨ pρ2rq with F 1
1 Ć Fr. By (12.35),

(12.45) ´ logψr´1pgx´, gx1́ q ď ´ logψr´1px´, x1́ q ` C2
r´1n

for every g P supp ν
pnq
8 . By Proposition 12.3,

(12.46) ´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ´ κ1rn
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for every g P E2r . Substituting (12.45) and (12.46) in the definition (12.34), and
recalling the choice of βr´1 in (12.37),

´ logψrpgx, gx1q ´ logψr´1pgx´, gx1́ qβr´1 ´ logVPrpgx, gx1q
ď ´ logψr´1px´, x1́ qβr´1 ` C2

r´1nβr´1 ´ logVPrpx, x1q ´ κ1rn
ď ´ logψrpx, x1q ´ pκ1r{2qn

for every g P E2r . This gives claim (12.42). Moreover, integrating this inequality on
E2r and (12.35) on the complement, we obtainż

G

´ logψrpgx, gx1q dνpnq8 pgq ď ´ logψrpx, x1q ´ pκ1r{2´ C2
r δqn,

which gives claim (12.43). �

13. Stabilization and cut-off

Next we present the analogues for r ą 1 of the two constructions in Section 9.
Both are fairly straightforward extensions of the case r “ 1, but it turns out that
for r ą 1 they do not suffice to deal with the questions discussed at the beginning
of Section 9. This difficulty will be handled later, in Section 15. Another issue is
that the function ψr we construct in the following is not symmetric when r ą 1.

Thus we will use instead the function ψ̂r defined by

ψ̂rpx, x1q “ maxtψrpx, x1q, ψrpx1, xqu.
Let κ2r “ κ2rpν8q ą 0, C2

r “ C2
r pν8q ą 0 and Nr “ Nrpν8, δq P N be as in

Proposition 12.8. Keep in mind that εr ă ρ2r “ ρ1r ď ρ̂r, C
1
r “ B ` γrA, and

C2
r “ C 1

1 ` ¨ ¨ ¨ ` C 1
r, according to (12.25), (12.32), (12.36), (12.44), and (13.17).

13.1. Stabilization. Let γr “ γrpν8q ą 0 and B “ Bpν8q ą 0 be as in (12.25)
and (8.3), respectively. For each ωr ą 0 and n P N, define the stabilized vertical
angle

(13.1) SVArpx, x1;ωrq “ max
 
VArpx, x1q, ωre

´Bn
(

and the stabilized vertical projection by

(13.2) SVPrpx, x1;ωrq “ SVArpx, x1;ωrqdpFr , Fr´1 ` F 1
1qγr

for every x, x1 in Er̨ pεrq with F 1
1 Ć Fr.

Given
Ñ
ω “ pω1, . . . , ωrq P R

d`, let
Ñ
ω´ “ pω1, . . . , ωr´1q and define the stabilized

function ψr by

(13.3) ψrpx, x1;Ñωq “ ψr´1px´, x1́ ;Ñω´qβr´1 SVPrpx, x1;ωrq.
The following extension of Lemma 9.1 asserts that the estimate in (12.35) remains
valid for these stabilized functions:

Lemma 13.1. For every g P supp ν
pnq8 , any x, x1 P Er̨ pρ2rq with F 1

1 Ć Fr, and any
Ñ
ω “ pω1, . . . , ωrq P R

d`,

(13.4) ´ logψrpgx, gx1;Ñωq ď ´ logψrpx, x1;Ñωq ` C2
rn.
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Proof. The case r “ 1 was done in Lemma 9.1, so let us consider r ą 1. By
induction,

(13.5) ´ logψrpgx´, gx1́ ;Ñω´q ď ´ logψrpx´, x1́ ;Ñω´q ` C2
r´1n.

We claim that

(13.6) ´ log SVArpgx, gx1;ωrq ď ´ log SVArpx, x1;ωrq `Bn.

and

(13.7) ´ log SVPrpgx, gx1;ωrq ď ´ log SVPrpx, x1;ωrq ` C 1
rn.

The inequality (13.4) follows directly from combining (13.5) and (13.7), and recall-
ing the definition of C2

r in (12.36):

(13.8)

´ logψrpgx, gx1;Ñωq “ ´ logψrpgx´, gx1́ ;Ñω´qβr´1

´ log SVPrpgx, gx1;ωrq
ď ´ logψrpx´, x1́ ;Ñω´qβr´1 ` C2

r´1nβr´1

´ log SVPrpx, x1;ωrq ` C 1
r´1n

ď ´ logψrpx, x1;Ñωq ` C2
rn.

Recall also that βr´1 ď 1.
We split the proof of (13.6) into two cases. Suppose first that VArpx, x1q ă ωr.

Then, by the definition (13.1),

´ log SVArpx, x1;ωrq ě ´ logωr and

´ log SVArpgx, gx1;ωrq ď ´ logωr `Bn ď ´ log SVArpx, x1;ωrq ` Bn

as claimed. Now suppose that VArpx, x1q ě ωr. Then, again by the definition
(13.1),

´ log SVArpx, x1;ωrq “ ´ logVArpx, x1q and
´ log SVArpgx, gx1;ωrq ď ´ logVArpgx, gx1q.

Together with (12.7), this yields

´ log SVArpgx, gx1;ωrq ď ´ log SVArpx, x1;ωrq `Bn,

which completes the proof of (13.6).
Finally, substituting (13.6) and (8.2) in the definition (12.13), and recalling the

definition of C 1
r in (12.32),

(13.9)

´ log SVPrpgx, gx1;ωrq “ ´ log SVArpgx, gx1;ωrq
´ γr log dpgFr, gpFr´1 ` F 1

1qq
ď ´ log SVArpx, x1;ωrq `Bn

´ γr log dpgFr, gpFr´1 ` F 1
1qq ´ γrAn

“ ´ log SVPrpx, x1;ωrq ` pB ` γrAqn
This proves (13.7), and thus completes the proof of the lemma. �

We say that px, x1q is in the stabilization region if VArpx, x1q ă ωr. As we have
seen in (12.7),

VArpgx, gx1q ě VArpx, x1qe´Bn
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for any x, x1 P Fpr, dq with F 1
1 Ć Fr and g P supp ν

pnq8 . So, if px, x1q is outside the
stabilization region then

(13.10)
SVArpx, x1;ωrq “ VArpx, x1q and SVArpgx, gx1;ωrq “ VArpgx, gx1q
SVPrpx, x1;ωrq “ VPrpx, x1q and SVPrpgx, gx1;ωrq “ VPrpgx, gx1q

for any g P supp ν
pnq8 and n P N.

The following analogue of Proposition 12.8 for stabilized vertical angles and the
stabilized vertical projections extends Proposition 9.2 to r ą 1:

Proposition 13.2. For every δ ą 0, n ě Nr, x, x
1 in Er̨ pρ2rq with F 1

1 Ć Fr, andÑ
ω “ pω1, . . . , ωrq P R

d` with VArpx, x1q ě ωr,

(13.11) ´ logψrpgx, gx1;Ñωq ď ´ logψrpx, x1;Ñωq ´ κ2rn for every g P E2r ,

and

(13.12)

ż
G

´ logψrpgx, gx1;Ñωq dνpnq8 pgq ď ´ logψrpx, x1;Ñωq ´ pκ2r ´ C2
r δqn

for any

Proof. The case r “ 1 is given by Proposition 9.2 with κ21 “ κ11, C2
1 “ C 1

1, ρ
2
1 “ ρ11,

and E21 “ E 11. Now let us consider r ą 1. Let δ ą 0, n ě Nr, x, x
1 P Er̨ pρ2rq, andÑ

ω P R
d` be as in the statement. By (13.3) and (13.10),

(13.13)
ψrpx, x1;Ñωq “ ψr´1px´, x1́ ;Ñω´qβr´1 VPrpx, x1q and

ψrpgx, gx1;Ñωq “ ψr´1pgx´, gx1́ ;Ñω´qβr´1 VPrpgx, gx1q.
By (13.4),

(13.14) ´ logψr´1pgx´, gx1́ ;Ñω´q ď ´ logψr´1px´, x1́ ;Ñω´q ` C2
r´1n

for every g P supp ν
pnq8 . By Proposition 12.3,

(13.15) ´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ´ κ1rn

for every g P E2r . Substituting (13.14) and (13.15) in the second part of (13.13),
and recalling the choice of βr´1 in (12.37),

´ logψrpgx, gx1;Ñωq “ ´ logψr´1pgx´, gx1́ ;Ñω´qβr´1 ´ logVPrpgx, gx1q
ď ´ logψr´1px´, x1́ ;Ñω´qβr´1 ` C2

r´1nβr´1

´ logVPrpx, x1q ´ κ1rn

ď ´ logψrpx, x1;Ñωq ´ pκ1r{2qn “ ´ logψrpx, x1;Ñωq ´ κ2rn

for every g P E2r . This gives claim (13.11). Moreover, integrating (13.11) on E2r and
(13.4) on the complement, we obtain thatż

G

´ logψrpgx, gx1;Ñωq dνpnq8 pgq ď ´ logψrpx, x1;Ñωq ´ pκ2r ´ C2
r δqn,

as claimed in (13.12). �
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13.2. Cutoff. Recall also that the constant ε2 ą 0 was chosen at the end of the
initial step of the induction, in Section 11.3. Recall also that it may be taken to be
as small as we want.

For any r ą 1, assume that εr “ εrpν8, δ, nq ą 0 has been chosen, satisfying

(13.16) η8,rpErpεrqzEq ă 1

10
η8,rpEq.

and

(13.17) εr ă mintρ0, ρ2ru,
where ρ0 “ ρ0pν8, nq ą 0 is as in Corollaries 5.6 and 5.7 and ρ2r “ ρ2rpν8, δ, nq ą 0
is as in Proposition 13.2.

Using Remark 7.3 twice, we find ε1r “ ε1rpν8, δ, nq ą 0 and ε̃r “ ε̃rpν8, δ, nq ą 0

with 0 ă ε1r ă ε̃r ă εr, and a compact neighborhoodWr “Wrpν8, δ, nq of supp νpnq8
such that

gFr P Erpεr{2q for every Fr P Erp2ε̃rq and g PWr and(13.18)

g´1Fr P Erpε̃r{2q for every Fr P Erp2ε1rq and g PWr.(13.19)

Let κ0 “ κ0pν8q ą 0 be as in Proposition 5.5, and define ε2r “ ε2rpν8, δ, nq by
(13.20) ε2r “ 3ε1re´κ0n{2.
Taking ρ “ ε2r in Corollary 5.7, and keeping in mind that εr ă ρ0, we get that

there are k̃r “ k̃rpν8, δ, nq P N and DkpFrq “ Dkpν8, δ, n, Frq Ă supp ν
pnq
k such

that ν
pnq
k pDkpFrqcq ă δ and

dpgFr , Eq ą eκ0n{2dpFr , Eq ą eκ0n{2ε2r ą 2ε1r
for any g P DkpFrq, Fr P Epεr, ε2rq and k ě k̃r. In other words, for k ě k̃r,

(13.21) Fr P Epεr, ε2rq ñ gFr R Ep2ε1rq for every g P DkpFrq.
Increasing k̃r if necessary, we may suppose that supp ν

pnq
k ĂWr for every k ě k̃r.

Then (13.18) and (13.19) imply

Erp2ε̃rq Ă X
ν
pnq
k

Erpεrq and Erp2ε1rq Ă X
#

ν
pnq
k

Erpεrq(13.22)

Fr R Erpε̃r{2q ñ gFr R Erp2ε1rq for every g P supp ν
pnq
k .(13.23)

We say that x, x1 P Fpr, dq are in general position if F 1
1 Ć Fr and F1 Ć F 1

r. For

any x, x1 P Er̨ pεrq in general position and
Ñ
ω P R

d`, define
(13.24)

Ψrpx, x1;Ñωq “
#

log
´
Ωr ` ψ̂rpx, x1;Ñωq´1

¯
if x P Er̨ p2ε2rq or x1 P Er̨ p2ε2rq

log Ωr otherwise,

where Ωr “ Ωrpν8, δ, nq ą 1 is a large constant to be chosen in Proposition 15.1,
and

(13.25) ψ̂px, x1;Ñωq “ maxtψpx, x1;Ñωq, ψpx1, x;Ñωqu.
It is clear from the definition that Ψrp¨, ¨;Ñωq is a symmetric function:

Ψrpx, x1;Ñωq “ Ψrpx1, x;Ñωq for all x, x1 P Er̨ pεrq.
The set Er̨ p2ε2rqc ˆ Er̨ p2ε2rqc is the cut-off region at the stage r ą 1. Compare
Figure 7.
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Proposition 13.3. There exists κ3r “ κ3r pν8q ą 0 such that for each δ ą 0 and

n ě Nr there exists ε3r “ ε3pν8, δ, nq ą 0 such that given any
Ñ
ω “ pω1, . . . , ωrq P

R
d`:

(i) For any x, x1 P Er̨ pεrq in general position with Ψrpx, x1;Ñωq ą logΩr,ż
G

Ψrpgx, gx1;Ñωq dνpnq8 pgq ď Ψrpx, x1;Ñωq ` C2
rn.

(ii) For any x, x1 P Er̨ pεrq in general position with Ψrpx, x1;Ñωq ą logΩr,
VArpx, x1q ě ωr and VArpx1, xq ě ωr,ż

G

Ψrpgx, gx1;Ñωq dνpnq8 pgq ď Ψrpx, x1;Ñωq ` C2
r δn.

(iii) For any x, x1 P Er̨ pε3r q in general position satisfying VArpx, x1q ě ωr and
VArpx1, xq ě ωr,ż

G

Ψrpgx, gx1;Ñωq dνpnq8 pgq ď Ψrpx, x1;Ñωq ´ pκ3r ´ C2
r δqn.

Proof. Define κ3r “ κ2r{2. Let n ě Nr. Part (i) of the proposition is a consequence
of the following lemma:

Lemma 13.4. If x, x1 P Fpr, dq are in general position and Ψrpx, x1;Ñωq ą logΩr

then

(13.26) Ψrpgx, gx1;Ñωq ď Ψrpx, x1;Ñωq ` C2
rn for any g P supp ν

pnq8 .

Proof. It follows immediately from (13.4) that

(13.27) ´ log ψ̂rpgx, gx1;Ñωq ď ´ log ψ̂rpx, x1;Ñωq ` C2
rn

for any g P supp ν
pnq8 . Then, using (9.1),

Ψrpgx, gx1;Ñωq ď log
´
Ωr ` ψ̂rpgx, gx1;Ñωq´1

¯
ď log

´
Ωr ` eC

2
rnψ̂rpx, x1;Ñωq´1

¯
ď log

´
Ωr ` ψ̂rpx, x1;Ñωq´1

¯
` C2

rn “ Ψrpx, x1;Ñωq ` C2
rn.

This proves the claim. �

To prove part (ii) we use Proposition 13.2: given any
Ñ
ω P R

d` and x, x1 P Er̨ pεrq
with F 1

1 Ć Fr,

(13.28) ´ logψrpgx, gx1;Ñωq ď ´ logψrpx, x1;Ñωq ´ κ2rn ď ´ logψrpx, x1;Ñωq
for every g P E2r . This remains true if we exchange the roles of x and x1, of course.
Thus, ´ log ψ̂rpgx, gx1;Ñωq ď ´ log ψ̂rpx, x1;Ñωq, and so

(13.29)
Ψrpgx, gx1;Ñωq ď log

´
Ωr ` ψ̂rpgx, gx1;Ñωq´1

¯
ď log

´
Ωr ` ψ̂rpx, x1;Ñωq´1

¯
“ Ψrpx, x1;Ñωq

for every g P E2r . Integrating (13.29) over E2r and (13.26) over the complement, we
obtain the estimate in part (ii).

Now take c “ e´2κ3r n in the relation (9.3). By Lemma 12.7, there exists ε3r ą 0
depending only on ν8, δ and n (through c and Ωr) such that

(13.30) ´ log ψ̂rpx, x1;Ñωq “ ´ log ψ̂rpx, x1q ě log
`
Ωr{?c

˘
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for any x, x1 P Erpε3r q in general position. Then, using (13.30), (13.28) and (9.3),

(13.31)

Ψrpgx, gx1;Ñωq ď log
´
Ωr ` ψ̂rpgx, gx1;Ñωq´1

¯
ď log

´
Ωr ` e´2κ3r nψ̂rpx, x1;Ñωq´1

¯
ď log

´
Ωr ` ψ̂rpx, x1;Ñωq´1

¯
´ κ3r n “ Ψrpx, x1;Ñωq ´ κ3r n

for every g P E2r . Integrating (13.31) over E2r and (13.26) over the complement, we
obtain the estimate in part (iii) of the proposition. �

14. Turning the perturbation on

We show that the conclusions of Proposition 13.3 hold for ν
pnq
k instead of ν

pnq
8 , as

long as k P N is sufficiently large. The arguments are close to those in Section 10,
but we have to deal with the fact that ψr and Ψr are not entirely straightforward
generalizations of ψ1 and Ψ1.

Proposition 14.1. Given δ ą 0, n ě Nr, and
Ñ
ω “ pω1, . . . , ωrq P R

d` there is
kr “ krpν8, δ, n, ωrq P N such that the following holds for every k ě kr:

(i) For any x, x1 P Er̨ pεrq in general position with Ψrpx, x1;Ñωq ą logΩr,ż
G

Ψrpgx, gx1;Ñωq dνpnqk pgq ď Ψrpx, x1;Ñωq ` C2
rn.

(ii) For any x, x1 P Er̨ pεrq in general position with Ψrpx, x1;Ñωq ą logΩr,
VArpx, x1q ě ωr, and VArpx1, xq ě ωr,ż

G

Ψrpgx, gx1;Ñωq dνpnqk pgq ď Ψrpx, x1;Ñωq ` C2
r δn.

(iii) For any x, x1 P Er̨ pε3r q in general position satisfying VArpx, x1q ě ωr and
VArpx1, xq ě ωr,ż

G

Ψrpgx, gx1;Ñωq dνpnqk pgq ď Ψrpx, x1;nq ´ pκ2r ´ C2
r δqn.

Keep in mind that we have chosen εr ă ρ2r “ ρ1r ď ρ̂r and C 1
r “ B` γrA. Recall

also that k̃r “ k̃rpν8, δ, nq P N was chosen so that the relations (13.21) through

(13.23) hold for every k ě k̃r.

Proof. We are going to extend to large k P N several estimates in the proof of
Proposition 13.3. This will require a number of conditions on k, depending on ν8,
δ, n and ω, that we state along the way. We begin with the following extension of
Lemma 13.4:

Lemma 14.2. Given any n ě Nr and
Ñ
ω “ pω1, . . . , ωrq P R

d`, there exists k̂r “
k̂rpν8, n, ωrq such that if x, x1 P Er̨ pεrq are in general position and

Ñ
ω P R

d` is such

that Ψrpx, x1;Ñωq ą logΩr then

(14.1) Ψrpgx, gx1;Ñωq ď Ψrpx, x1;Ñωq ` C2
rn

for any g P supp ν
pnq
k and k ě k̂r.
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Proof. Consider δ ą 0, n ě Nr, and
Ñ
ω “ pω1, . . . , ωrq P R

d`. We begin by claiming

that there exists k̂r “ k̂rpν8, n,Ñωq P N such that

(14.2) ´ log SVArpgx, gx1;ωrq ď ´ log SVArpx, x1;ωrq `Bn

for any x, x1 P Er̨ pεrq in general position, g P supp ν
pnq
k , and k ě k̂r. This can be

seen as follows. If VArpx, x1q ă ωr then, by the definition (13.1),

´ log SVArpx, x1;ωrq ě ´ logωr and

´ log SVArpgx, gx1;ωrq ď ´ logωr `Bn ď ´ log SVArpx, x1;ωrq `Bn,

as claimed. Now suppose that VArpx, x1q ě ωr. The relation (12.7) does not apply
here. Instead, from (12.5) and (13.1) we get that

(14.3) ´ log SVArpgx, gx1;ωrq ď ´ log SVArpx, x1;ωrq ´ log
}pguqK}
}gu}

}u}
}uK}

for every g P supp ν
pnq
k , with u “ upx, x1q realizing the supremum in (12.2). The

assumption VArpx, x1q ě ωr means that }uK} ě ωr}u}. Since supp νk converges to
supp ν8 in the Hausdorff topology, we may find rk “ rkpν8, nq Ñ 0 such that every

g P supp ν
pnq
k is in the rk-neighborhood of some f P supp ν

pnq
8 . Then

}pguqK ´ pfuqK} ď }gu´ fu} ď rk}u} ď rk

ωr

}uK}.

Then we may take k̂r “ k̂rpν8, n, ωrq P N large enough so that this inequality
implies

´ log
}pguqK}
}gu}

}u}
}uK} ď ´ log

}pfuqK}
}fu}

}u}
}uK} ` log 2

“ ´ log
}fKuK}
}fu}

}u}
}uK} ` log 2

ď log }pfKq´1} ` log }f} ` log 2 ď Bn

for every g P supp ν
pnq
k and k ě k̂r. This proves (14.2).

Substituting (14.2) and (8.2) in the definition (13.2), and recalling the definition
of C 1

r in (12.32), we find that

(14.4)

´ log SVPrpgx, gx1;ωrq “ ´ log SVArpgx, gx1;ωrq
´ γr log dpgFr , gpFr´1 ` F 1

1q
ď ´ log SVA1px, x1;ωrq `Bn

´ γr log dpFr , Fr´1 ` F 1
1q ` γrAn

ď ´ log SVPrpx, x1;ωrq ` C 1
rn

for any x, x1 P Er̨ pεrq in general position, g P supp ν
pnq
k , and k ě k̂r.

Next we claim that

(14.5) ´ logψrpgx, gx1;Ñωq ď ´ logψrpx, x1;Ñωq ` C2
rn

for any x, x1 P Er̨ pεrq in general position, g P supp ν
pnq
k , and k ě k̂r. The case r “ 1

of (14.5) was done in (10.4), so let us consider r ą 1. By induction,

(14.6) ´ logψr´1pgx´, gx1́ ;Ñω´q ď ´ logψr´1px´, x1́ ;Ñω´q ` C2
r´1n.
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Replacing this and (14.4) in the definition (13.3), we find that

´ logψrpx, x1;Ñωq “ ´βr´1 logψr´1pgx´, gx1́ ;Ñω´q
´ log SVPrpgx, gx1;ωrq

ď ´βr´1 logψr´1px´, x1́ ;Ñω´q ` βr´1C
2
r´1n

´ log SVPrpx, x1;ωrq ` C 1
rn

“ ψrpx, x1;Ñωq ` pβr´1C
2
r´1 ` C 1

rqn.
Since C2

r “ C2
r´1`C 1

r and βr´1 ă 1, this proves (14.5). The estimate remains valid
if we exchange the roles of x and x1, obviously. Thus, we have also shown that

(14.7) ´ log ψ̂rpgx, gx1;ωq ď ´ log ψ̂rpx, x1;Ñωq ` C2
rn

for any x, x1 P Er̨ pεrq in general position, g P supp ν
pnq
k , and k ě k̂r.

Combining (14.7) with (9.1) in the definition (13.24), we get that

Ψrpgx, gx1;Ñωq ď log
´
Ωr ` ψ̂rpgx, gx1;Ñωq´1

¯
ď log

´
Ωr ` eC

2
rnψ̂rpx, x1;Ñωq´1

¯
ď log

´
Ωr ` ψ̂rpx, x1;Ñωq´1

¯
` C2

rn “ Ψrpx, x1;Ñωq ` C2
rn,

as stated. �

Next, we prove the following extension of Lemma 12.2:

Lemma 14.3. Given δ ą 0, n ě Nr and ωr ą 0, there is k1r “ k1rpν8, δ, n, ωrq P N

and for any x, x1 P Fpr, dq with F 1
1 Ć Fr and VArpx, x1q ě ωr there is E2k,r “

E2k,rpν8, δ, n, x, x1, ωrq Ă supp ν
pnq
k with ν

pnq
k ppE2k,rqcq ă δ and

(14.8) ´ log SVArpgx, gx1;ωrq ď maxt´ log SVArpx, x1;ωrq ´ κ̃rn, θ̃ru
for every g P E2k,r and k ě k1r.

Proof. Fix δ ą 0 and n ě Nr and ωr ą 0. Let Pωr
denote the (compact) subset

of all v P P such that }vK}{}v} ě ωr{2. For v P Pωr
and g in some compact

neighborhood Vωr
of supp ν

pnq
8 , consider

(14.9) pv, gq ÞÑ ´ log
}pgvqK}
}gv} .

As long as Vωr
is sufficiently small, depending on ν8, n and ωr, the map (14.9) is

well defined and (uniformly) continuous. So, there exists α “ αpν8, n, ωrq ą 0 such
that

(14.10) ´ log
}pguqK}
}gu} ď ´ log

}pfvqK}
}fv} ` log 2

whenever dpu, vq ă α and dpg, fq ă α. Reducing α if necessary, depending only on
ωr, we may also assume that

(14.11) dpu, vq ă α ñ ´ log
}uK}
}u} ě ´ log

}vK}
}v} ´ log 2.

Fix v1, . . . , vl P Pωr
such that Pωr

Ă Bpv1, αq Y ¨ ¨ ¨ Y Bpvl, αq. For each v P Pωr

choose j P t1, . . . , lu such that v P Bpvj , αq and define Ek,0 “ Ek,0pν8, δ, n, v, ωrq Ă
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supp ν
pnq
k by

(14.12) Ek,0 “ “
α-neighborhood of E0pν8, δ, n, vKj q

‰X supp ν
pnq
k ,

where E0pν8, δ, n, vKj q Ă supp ν
pnq8 is as defined in Proposition 5.5. Since ν

pnq
k con-

verges to ν
pnq8 in the weak˚ topology, the limit inferior of the ν

pnq
k -measure of (14.12)

as kÑ8 is greater than or equal to

ν
pnq8

`
E0pν8, δ, n, vKj q

˘ ą 1´ δ

for every j “ 1, . . . , l. In particular, there is k1r “ k1rpν8, δ, n, ωrq P N such that

(14.13) ν
pnq
k pEk,0q ą 1´ δ for every k ě k1r and v P Pωr

.

Given x, x1 P Fpr, dq with F 1
1 Ć Fr and VArpx, x1q ě ωr, take u “ uE ` uK to be

a non-zero vector that realizes the supremum in the definition (12.2). Then,

ωr ď VArpx, x1q “ }uK}
}u} pin particular, u P Pωr

q and(14.14)

VArpgx, gx1q ě }pguqK}
}gu} ě VArpx, x1q}pguq

K}
}gu}

}u}
}uK}(14.15)

for any g P G. Then define

(14.16) E2k,r “ Ek,0pν8, δ, n, u, ωrq.
It follows from (14.13) that ν

pnq
k ppE2k,rqcq ă δ for every k ě k1r.

Let g P E2k,r and k ě k1r. Then, by definition, there exist v “ vE`vK in Pωr
(take

v “ vj as in (14.12)) and f P E0pν8, δ, n, vKq Ă supp ν
pnq8 such that dpu, vq ă α and

dpg, fq ă α. Thus, substituting (14.10) and (14.11) in (14.15), we find that

(14.17) VArpgx, gx1q ě 1

2

}fKvK}
}fv} ě 1

4
VArpx, x1q}f

KvK}
}fv}

}v}
}vK} .

Let τ0 “ τ0pν8, δq ą 0 be as in Proposition 5.5. If }fKvK}{}fv} ě τ0{2 then the
first part of (14.17) gives that (recall (12.9) also)

(14.18) ´ logVArpgx, gx1q ď ´ log
τ0

4
ď θ̃r.

Now suppose that }fKvK}{}fv} ă τ0{2. Then part (2) of Proposition 5.5 gives that

(14.19)
}fvK}
}fv} ă 1

2
and so

}fvE}
}fv} ą 1

2
.

Substituting (14.19) and }v} ě }vE} in (14.17), we find that

(14.20)

VArpgx, gx1q ě 1

8
VArpx, x1q}f

KvK}
}vK}

}vE}
}fvE}

“ 1

8
VArpx, x1q}Df

K
vEv

K}
}vK} .

By part (1) of Proposition 5.5 and the choices of κ̃r ą 0 and rNr P N in (12.9), this
implies

(14.21)
´ logVArpgx, gx1q ď ´ logVArpx, x1q ` log 8´ 2κ̃rn

ď ´ logVArpx, x1q ´ κ̃rn.
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The conclusion of the lemma is contained in (14.18) and (14.21). �

Next, let us prove the following extension of Lemma 12.5:

Lemma 14.4. Given δ ą 0 and n ě Nr there exists k̂r “ k̂rpν8, δ, nq P N such that

for any x, x1 P Er̨ pεrq with F 1
1 Ć Fr and ´ logVArpx, x1q ď θ̃r ` κ̃rn there exists

E2k,r “ E2k,rpν8, δ, n, x, x1q Ă supp ν
pnq
k with ν

pnq
k ppE2k,rqcq ă δ and

(14.22) ´ log dpgFr, gpFr´1`F 1
1qq ď ´ log dpFr, Fr´1`F 1

1q´ logVArpx, x1q´ κ̂rn
for every g P E2k,r and k ě k̂r.

Proof. Let P̂ denote the (compact) subset of pairs pv, wq P P ˆ P such that

(14.23)
}vK}
}v} ď ρ̂1 ă 2ρ̂1 ď }wK}

}w}
(vK and wK denote the components of v and w orthogonal to the equator). Let

V̂ be some compact neighborhood of the support of ν
pnq8 . Since, ρ̂r “ ρ̂rpν8, nq,

both P̂ and V̂ depend only on ν8 and n. Condition (14.23) ensures that the angle
between v and w is bounded away from zero and, consequently, so is the angle
between gv and gw for any g P V̂ ; both bounds depend only on ν8 and n. Thus,
the map

(14.24) pv, w, gq ÞÑ ´ log
}Πgvgw}
}gv}

}v}
}w}

is well-defined and (uniformly) continuous on the domain pv, wq P P̂ and g P V̂ . In
particular, there exists α̂ “ α̂pν8, nq ą 0 such that

(14.25) ´ log
}Πgvgw}
}gv}

}v}
}w} ď ´ log

}Πfufz}
}fu}

}u}
}z} ` log 2

whenever dpv, uq ă α̂ and dpz, wq ă α̂ and dpg, fq ă α̂. Reducing α̂ if necessary,
depending only on ν8 and n, we may also suppose that

(14.26) dpz, wq ă α̂ ñ ´ log
}zK}
}z} ď ´ log

}wK}
}w} ` log 2.

Fix points pv1, w1q, . . . , pvl, wlq P P̂ such that the balls of radius ρ̂ around these

points cover P̂ . For each pv, wq P P̂ choose j P t1, . . . , lu such that v P Bpvj , α̂q and
w P Bpwj , α̂q and then define Êk,0 “ Êk,0pν8, δ, n, v, wq Ă G by

(14.27) Êk,0 “
“
α̂-neighborhood of E0pν8, δ, n, wKj q

‰X supp ν
pnq
k ,

where E0pν8, δ, n, wKj q is given by Proposition 5.5. Since ν
pnq
k Ñ ν

pnq8 in the weak˚

topology, the limit inferior of the ν
pnq
k -measure of (14.27) as k Ñ8 is greater than

or equal to

ν
pnq8

`
E0pν8, δ, n, wKj q

˘ ą 1´ δ

for every j “ 1, . . . , l. In particular, there is k̂r “ k̂rpν8, δ, nq P N such that

(14.28) ν
pnq
k pÊk,0q ą 1´ δ for every k ě k̂r and pv, wq P P̂ .
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Given x, x1 P Er̨ pεrq with F 1
1 Ć Fr, let v P Fr, v

1 P Fr´1 ` F 1
1 and w “ v ´ v1 be

as in (12.15) and (12.16). Just as in (12.21),

(14.29) ´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr , Fr´1 ` F 1

1q ´ log
}Πgvgw}
}gv}

}v}
}w}

for any g P G such that }gv} ě }gv1} (the case }gv} ď }gv1} is analogous, reversing
the roles of Fr and Fr´1 ` F 1

1). The assumption x P Erpεrq implies that

(14.30)
}vK}
}v} ď dpx,Eq ď εr ă ρ̂r.

Now assume that ´ logVArpx, x1q ď θ̃r ` κ̃rn. Then, using (12.19) and (12.22),

(14.31)
}wK}
}w} ą 1

4
VArpx, x1q ě 1

4
e´θ̃r´κ̃rn ą 2ρ̂r.

Thus, pv, wq P P̂ . Then define

(14.32) E2k,r “ Êk,0pν8, δ, n, v, wq.
It follows from (14.28) that ν

pnq
k ppE2k,rqcq ă δ for every k ě k̂r.

Take u “ vj and z “ wj as in (14.27). By definition, pu, zq P P̂ and dpu, vq ă α̂

and dpz, wq ă α̂. Let g P E2k,r and k ě k̂r. The definitions (14.27) and (14.32) imply

that there exists f P E0pν8, δ, n, zKq Ă supp ν
pnq8 such that dpg, fq ă θ. Combining

(14.29) with (14.25),

´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr, Fr´1 ` F 1

1q ` log 2´ log
}Πfufz}
}fu}

}u}
}z} .

Replacing z, w and g with u, z and f in (12.23) and (12.24), we get that

}fu}
}u} ě 1

2

}fuE}
}uE} and}Πfufz} ě 1

2
}fKzK}.

Substituting this in the previous inequality,

´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr , Fr´1 ` F 1

1q ` log 8´ log
}fKzK}
}z}

}uE}
}fuE} .

Conditions (14.26) and (14.31) give that

´ log
}zK}
}z} ď ´ log

}wK}
}w} ` log 2 ď ´ logVArpx, x1q ` log 8.

Combining this with the previous inequality, we find that

´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr , Fr´1 ` F 1

1q ´ logVArpx, x1q
` log 64´ log

}fKzK}
}zK}

}uE}
}fuE}

“ ´ log dpFr , Fr´1 ` F 1
1q ´ logVArpx, x1q

` log 64´ log
}DfK

uEz
K}

}zK} .
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By part (1) of Proposition 5.5, and the choice of pNr P N in (12.19), this implies
that

´ log dpgFr, gpFr´1 ` F 1
1qq ď ´ log dpFr, Fr´1 ` F 1

1q ´ logVArpx, x1q ` 5´ 2κ̂rn

ď ´ log dpFr, Fr´1 ` F 1
1q ´ logVArpx, x1q ´ κ̂rn,

as claimed. �

We deduce the following extension of Proposition 12.3:

Lemma 14.5. For δ ą 0, n ě Nr and
Ñ
ω “ pω1, . . . , ωrq P R

d` there is k3r “
k3r pν8, δ, n, ωrq P N and for x, x1 P Er̨ pεrq with F 1

1 Ć Fr and VArpx, x1q ě ωr there

is E3k,r “ E3k,rpν8, δ, n, x, x1,Ñωq Ă supp ν
pnq
k such that ν

pnq
k ppE3k,rqcq ă δ and

(14.33) ´ logψrpgx, gx1;Ñωq ď ´ logψrpx, x1;Ñωq ´ κ2rn.
for any g P E3k,r and k ě k3r .

Proof. Fix δ ą 0 and n ě Nr and
Ñ
ω P R

d`. Recall that

Nr ą max
 rNrpν8, δ{2q, pNrpν8, δ{2q, 2θ̃r{pγκ̂rq(,

by (12.25). Define

(14.34)
k3r “ maxtk1rpν8, δ{2, n, ωq, k̂rpν8, δ{2, nqu

and E3k,r “ E2k,rpν8, δ{2, n, x, x1, ωq X E2k,rpν8, δ{2, x, x1nq.
By construction, E3k,r is contained in the support of ν

pnq
k and ν

pnq
k ppE3k,rqcq ă δ.

We claim that given any x, x1 P Er̨ pεrq with F 1
1 Ć Fr and VArpx, x1q ě ωr,

(14.35) ´ log SVPrpgx, gx1;ωrq ď ´ log SVPrpx, x1;ωrq ´ κ1rn
for every g P E3k,r and k ě k3r . As observed in (13.10), the assumption on px, x1q
implies that SVArpx, x1;ωrq “ VArpx, x1q and SVArpx, x1;ωrq “ VArpgx, gx1q, and
so (14.35) may be rewritten as

(14.36) ´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ´ κ1rn.

Let g P E3k,r and k ě k3r . Suppose first that ´ logVArpx, x1q ě θ̃r ` κ̃rn. Then,
by Lemma 14.3,

(14.37) ´ logVArpgx, gx1q ď ´ logVArpx, x1q ´ κ̃rn.

Substituting (14.37) and (8.2) in the definition (12.13) we find that

(14.38)

´ logVPrpgx, gx1q ď ´ logVArpx, x1q ´ κ̃rn

´ γr log dpFr , Fr´1 ` F 1
1q ` γrAn

ď ´ logVPrpx, x1q ´ κ̃r

2
n

(we chose γr ď κ̃r{p2Aq in (12.25)). Now suppose that ´ logVArpx, x1q ď θ̃r` κ̃rn.
In this case, Lemma 14.3 yields

(14.39) ´ logVArpgx, gx1q ď θ̃r

whereas Lemma 14.4 yields

(14.40) ´ log dpgx, gx1q ď ´ log dpx, x1q ´ logVArpx, x1q ´ κ̂rn.
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Substituting (14.39) and (14.40) in the definition (12.13), we obtain

´ logVPrpgx, gx1q ď ´γr log dpFr , Fr´1 ` F 1
1q ´ γr logVArpx, x1q ´ γrκ̂rn

ď ´ logVPrpx, x1q ` θ̃r ` p1´ γrq logVArpx, x1q ´ γrκ̂rn.

Since VArpx, x1q ď 1, γr ď 1, and n ě Nr ě 2θ̃r{pγrκ̂rq, it follows that

(14.41)
´ logVPrpgx, gx1q ď ´ logVPrpx, x1q ` θ̃r ´ γrκ̂rn

ď ´ logVPrpx, x1q ´ γrκ̂r

2
n.

Because of the way we chose κ1r in (12.25), the relations (14.38) and (14.41) contain
the claim (14.35).

Now we prove the claim (14.33). The case r “ 1 was done in (10.31), so let us
suppose r ą 1. By (14.6),

´ logψr´1pgx´, gx1́ ;ωq ď ´ logψr´1px´, x1́ ;Ñωq ` C2
r´1n.

Substituting this and (14.35) in the definition (12.34),

´ logψrpx, x1;Ñωq “ ´βr´1 logψr´1pgx´, gx1́ ;ωq ´ log SVPrpgx, gx1;ωrq
ď ´βr´1 logψr´1px´, x1́ ;Ñωq ` βr´1C

2
r´1n

´ log SVPrpx, x1;ωrq ´ κ1rn

ď ´ logψrpx, x1;Ñωq ´ κ2r ,
where the last step uses our choices of βr´1, C

2
r , and κ

2
r in (12.37) and (12.44). �

Let us go back to proving Proposition 14.1. Define

(14.42)
kr “ maxtk̃rpν8, δ, nq, k̂rpν8, n, ωrq,k1rpν8, δ, n ωrq,

k̂rpν8, δ, nq, k3r pν8, δ{2, n, ωrqu.
Then, kr depends only on ν8, δ, n and ωr. Part (i) of the proposition is an
immediate consequence of Lemma 14.2. To prove part (ii), consider

E “ E3k,rpν8, δ{2, n, x, x1,Ñωq X E3k,rpν8, δ{2, n, x1, x,Ñωq
where E3k,r is as given by Lemma 14.5. Then ν

pnq
k pEcq ă δ and

(14.43) ´ log ψ̂rpgx, gx1;Ñωq ď ´ log ψ̂rpx, x1;Ñωq ´ κ1rn ď ´ log ψ̂rpx, x1;Ñωq
for every g P E and k ě k3r . By (9.2), this implies that

(14.44) Ψrpgx, gx1;ωq ď Ψrpx, x1;ωq for every g P E .

Integrating (14.44) over E and (14.1) over the complement, we obtain part (ii).

Next, recall that we took κ3r “ κ2r{2 “ κ1r{2 and c “ e´2κ3r n and ε3r ą 0 such
that (13.30) holds:

´ log ψ̂rpx, x1;Ñωq “ ´ log ψ̂px, x1q ě Ωr{?c
for any x, x1 P Er̨ pε3r q in general position. Then, by (9.3) and the first inequality
in (14.43),

(14.45) Ψrpgx, gx1;Ñωq ď Ψrpx, x1;Ñωq ` log
?
c “ Ψrpx, x1;Ñωq ´ κ3r n

for every g P E . Integrating (14.45) over E and (14.1) over the complement, we
obtain part (iii) of the proposition. �
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It is clear from the statements of Lemmas 14.2, 14.3 and 14.5 that one may take

k̂r, k
1
r and k3r to increase to 8 when ωr decreases to zero and ν8, δ, n remain

fixed. Then the same is true about the map ω ÞÑ krpν8, δ, n, ωrq defined in (14.42).
Hence, we may find ǩr “ ǩrpν8, δ, nq P N and ωk,r “ ωk,rpν8, δ, nq ą 0 such that

‚ the sequence pωk,rqk decreases to 0, and

‚ k ě krpν8, δ, n, ωk,rq for every k ě ǩr.

Denote
Ñ
ωk,r “ pωk,1, . . . , ωk,rq and then define

(14.46) ψ̂k,rpx, x1q “ ψ̂rpx, x1;Ñωk,rq and Ψk,rpx, x1q “ Ψrpx, x1;Ñωk,rq.
15. Spreading out

For r ą 1 the cut-off in Section 13.2 is insufficient to ensure that Ψrpx, x1;Ñωq
is bounded near the border region of Er̨ pεrq. To explain why, let us consider
x “ pF1, . . . , Frq and x “ pF 1

1, . . . , F
1
rq such that Fr is near the border and F 1

r is far
from the border of Erpεrq. Then ´ logVPrpx, x1q is bounded, but the problem is

that the term ´ logψr´1px´, x1́ q may be arbitrarily large, which forces Ψrpx, x1;Ñωq
to be arbitrarily large as well. For instance, dpF1, F

1
1q may be very small, in which

case ´ logψ1pF1, F
1
1q is very large. Thus, Lemma 9.5 as stated does not extend to

r ą 1.
To fix this difficulty, we introduce a “spreading out” Markov operator rQr which

leaves Fr and F 1
r fixed, but averages the function out over the pairs of flags whose

r-dimensional components are Fr and F 1
r. This is done only on certain domains

far from the equator: elsewhere we just take rQr “ id . The main properties of

this operator are stated in Proposition 15.1: roughly speaking, rQrΨr is never much
bigger than Ψr itself, with equality close to the equator, and it is bounded near the
border region. That replaces Lemma 9.5 when r ą 1.

The details of the spreading out construction follow. In Section 16.1 we will

incorporate rQr into the definition of our main Markov operators, pT Q
k,r , defined on

the space of pairs of flags, and qT Q
k,r , its lift to the blow-up space Yrpεrq.

15.1. Homogeneous measures on flag varieties. The orthogonal group Opdq
acts transitively on the flag space Fpr, dq. We denote by µ the corresponding
homogeneous measure on Fpr, dq. This may be described as the image of the Haar
probability measure of the orthogonal group under

Opdq Ñ Fpr, dq, g ÞÑ gz “ pgH1, . . . , gHrq,
for any choice of z “ pH1, . . . , Hrq, and it is invariant under the Opdq-action.

Analogously, for any Fr P Grpr, dq, denote by µFr
the homogeneous measure on

(15.1) FpFrq “ tpG1, . . . , Gr´1, Grq P Fpr, dq : Gr “ Fru
corresponding to the natural action of the orthogonal group OpFrq on FpFrq. We
also consider

(15.2) F˚pFrq “
"
pG1, . . . , Gr´1, Frq P FpFrq : dpG1, Eq ě 1

2
dpFr , Eq

*
.

It is clear that there exists ar ą 0, depending only on r, such that µFr
pF˚pFrqq ě

ar. See Figure 9. We denote by µF̊r
the normalized restriction of µFr

to F˚pFrq.
More generally, there exist cr ą 0 and br ą 0, depending only on r, such that

(15.3) µF̊r
ptpG1, . . . , Gr´1, Frq P F˚pFrq : dpG1, F q ă ρdpFr , F quq ď crρ

br
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E

Fr

Figure 9. The subsetF˚pFrq of the flags pG1, . . . , Gr´1, Frq such
that dpG1, Eq ě dpFr , Eq{2 is represented (for r “ 2 and d “ 3)
by the dark gray region. It corresponds to a definite fraction of all
the flags in FpFrq, relative to the homogeneous measure µFr

.

for any F ‰ Fr in Grpr, dq and ρ ą 0. Also (increasing cr and decreasing br if
necessary),

(15.4) µF̊r
ptpG1, . . . , Gr´1, Frq P F˚pFrq : dpG1, F´q ă ρuq ď crρ

br

for any F´ P Grpr ´ 1, dq and ρ ą 0 (because G1 is allowed to vary in a domain
whose dimension is strictly greater than dimF´).

15.2. Spreading out operators. Let δpx,x1q denote the Dirac mass at a point

px, x1q P Er̨ pεrq2, and τ : Erpεrq2 Ñ r0, 1s be a continuous symmetric function such
that

(15.5)
τ ” 1 on Erpεr, ε1rq ˆErp2ε2rq YErp2ε2rq ˆErpεr, ε1rq
τ ” 0 outside Erpεr, ε1r{2q ˆErp3ε2rq YErp3ε2rq ˆErpεr, ε1r{2q.

See Figure 10. Then

(15.6) q̃r,x,x1 “ p1´ τpFr , F
1
rqqδpx,x1q ` τpFr , F

1
rqµF̊r

ˆ µF̊ 1
r
,

defines a probability measure on FpFrqˆFpF 1
rq Ă Er̨ pεrq2 depending continuously

on px, x1q P Er̨ pεrq2. The spreading out operator is the corresponding continuous
Markov operator

(15.7) rQr : BpEr̨ pεrq2q Ñ BpEr̨ pεrq2q, rQrψ̃px, x1q “
ż
FpFrqˆFpF 1

rq
ψ̃ dq̃r,x,x1 .

It is clear from the definition that rQr is a lift of the identity relative to pf, fq,
meaning that

(15.8) rQr

`
ψ̃ ˝ pf, fq˘ “ ψ̃ ˝ pf, fq for every ψ P BpErpεrq2q,

where f : Fpr, dq Ñ Grpr, dq denotes the forgetfulness map

(15.9) pF1, . . . , Frq ÞÑ Fr.

Since τ is assumed to be symmetric, we also have that rQr preserves the space of
symmetric functions.
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core region

Er̨ pε2rq2
Er̨ p2ε2rq2

Er̨ pε1r{2q2
Er̨ pε1rq2
Er̨ pεrq2

Figure 10. Illustrating the spreading out construction. The
black dot at the center marks the point pE,Eq. The dashed lined

represents the boundary between the ν
pnq
k -core and the ν

pnq
k -border

of E1pε1q. On the dark gray area we do full averaging. No aver-
aging is needed on the white area. On the light gray area we
interpolate between the two. In the cut-off region E˛pεr, 2ε2rq2,
where Ψk,r ” logΩr, averaging is innocuous.

For each fixed
Ñ
ω , denote by rQrΨrp¨, ¨;Ñωq the image of Ψrp¨, ¨;Ñωq under the

operator rQr. Since Ψrp¨, ¨;Ñωq is symmetric, by (13.24) and (13.25), the functionrQrΨrp¨, ¨;Ñωq is also symmetric.

Proposition 15.1. There exist Kr “ Krpν8q ą 0 and Ωr “ Ωrpν8, δ, nq ą 1 such

that for every px, x1q P Er̨ pεrq2 and
Ñ
ω “ pω1, . . . , ωrq P R

d` with ωr ă ε3r ,
(i) rQrΨrpx, x1;Ñωq “ Ψrpx, x1;Ñωq if px, x1q P Er̨ pε1r{2q2;
(ii) rQrΨrpx, x1;Ñωq ď logΩr `Kr ď Ψrpx, x1;Ñωq `Kr if px, x1q R Er̨ pε1rq2.
(iii) rQrΨrpx, x1;Ñωq ď Ψrpx, x1;Ñωq `Kr if px, x1q R Er̨ pε1r{2q2.
The constants Kr and Ωr are determined in (15.27) below. The proof of this

proposition occupies the remainder of the present section. The first step is the
following elementary lemma:

Lemma 15.2. Let a, b ą 0 and pZ, θq be a probability space. Let f : Z Ñ p0,8q be
a measurable function such that θpZzZτ q ď τ for every τ P p0, 1s, where Zτ denotes
the subset of points z P Z such that

(15.10) fpzq ě aτb.

Then ż
Z

logpΩ` fpzq´1q dθpzq ď logpΩ` a´1q ` 10b

Proof. Define qpzq “ fpzqa´1. The assumption means that qpzq ě τb for every
z P Zτ . Then, by (9.1) and (9.2),

logpΩ` fpzq´1q ď logpΩ` a´1q `maxt0, log qpzq´1u
ď logpΩ` a´1q ´ b log τ
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for every z P Zτ . In particular,ż
Zτ zZeτ

`
logpΩ` fpzq´1q ´ logpΩ` a´1q˘ dθpxq ď ´eτb log τ.

Considering τ “ e´j and summing over all j, we getż
Z

`
logpΩ` fpzq´1q ´ logpΩ` a´1q˘ dθpxq ď eb

8ÿ
j“1

je´j ,

which implies the claim. �

Keep in mind that we write x “ pF1, . . . , Fr´1, Frq and x1 “ pF 1
1, . . . , F

1
r´1, F

1
rq.

We use y “ pG1, . . . , Gr´1, Frq and y1 “ pG1
1, . . . , G

1
r´1, F

1
rq to denote the generic

elements of FpFrq and FpF 1
rq, respectively.

Lemma 15.3. There exist c1r “ c1rpµ8, δ, nq ą 0, c2r “ c2rpµ8, δ, nq ą 0, α1r “
α1rpν8q ą 0, and α2r “ α2rpν8q ą 0 such that for any τ P p0, 1s, x P Fpr, dq,
x1 P Er̨ pεr, ε1r{2q, and Ñ

ω “ pω1, . . . , ωrq with ωj P p0, ε3j q for j “ 1, . . . , r:

(i) For every y1 in a set X 1
τ Ă F˚pF 1

rq with µF̊ 1
r
pF˚pF 1

rqzX 1
τ q ă τ ,

(15.11) ´ logψrpx, y1;Ñωq ď ´γr log dpG1
1, Frq ` c1r ´ α1r log τ.

(ii) For every y1 in a set X2
τ Ă F˚pF 1

rq with µF̊ 1
r
pF˚pF 1

rqzX2
τ q ă τ ,

(15.12) ´ logψrpx, y1;Ñωq ď ´γr log dpF 1
r , Frq ` c2r ´ α2r log τ.

Proof. By assumption, x1 R Er̨ pε1r{2q, that is, F 1
r R Erpε1r{2q. Thus,

dpG1
1, Eq ě 1

2
dpF 1

r , Eq ą 1

4
ε1r

for any y1 P F˚pF 1
rq. Consequently, recalling (12.2),

SVArpx, y1;ωrq ě VArpx, y1q “ dpFr `G1
1, Eq ě dpG1

1, Eq ą 1

4
ε1r

for any y1 P FpF 1
rq. Therefore, using (12.13),

(15.13)

´ log SVPrpx, y1;ωrq ď ´ logVPrpx, y1q
ď ´γr log dpFr´1 `G1

1, Frq ´ logpε1r{4q
ď ´γr log dpG1

1, Frq ´ logpε1r{4q
for any y1 P FpF 1

rq (keep in mind that dp¨, ¨q is a distance restricted to Grpr, dq). In
particular, (15.13) contains the case r “ 1 of the claim (i):

(15.14) ´ logψ1px, x1;ω1q “ ´ log SVP1px, x1;ω1q ď ´γ1 log dpy1, xq ` c11
with c11 “ ´ logpε11{4q and α11 “ 0 (and X 1

τ “ F˚px1q “ tx1u).
Now let r ą 1. By induction, given y 1́ “ pG1

1, . . . , G
1
r´1q in Er̨´1pεr´1, ε

1
r´1{2q,

one has

(15.15) ´ logψr´1px´, z1;Ñω´q ď ´γr´1 log dpH 1
1, Fr´1q ` c1r´1 ´ α1r´1 logpτ{2q

for every z1 “ pH 1
1, . . . , H

1
r´2, G

1
r´1q in a set Z 1 Ă F˚pG1

r´1q with
µ˚G1

r´1

pF˚pG1
r´1qzZ 1q ă τ{2.

Integrating this estimate over all admissible G1
r´1, we find that

(15.16) ´ logψr´1px´, y 1́ ;Ñω´q ď ´γr´1 log dpG1
1, Fr´1q ` c1r´1 ´ α1r´1 logpτ{2q
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for every y1 in a set Y 1 Ă F˚pF 1
rq with

µF̊ 1
r
pF˚pF 1

rqzY 1q ă τ{2.
On the other hand, taking τ “ 2crρ

br and F´ “ Fr´1 in (15.4), we find that

(15.17) ´ log dpG1
1, Fr´1q ď 1

br
p´ log τ ` log crq

for every y1 in a set Y 2 Ă F˚pF 1
rq with

µF̊ 1
r
pF˚pF 1

rqzY 2q ă τ{2.
Define X 1

τ “ Y 1 X Y 2. Then µF̊ 1
r
pF˚pF 1

rqzX 1
τ q ă τ and, by (15.16) and (15.17),

(15.18) ´ logψr´1px´, y 1́ ;Ñω´q ď c̃r ´ α̃r log τ

for every y1 P X 1
τ , with

(15.19) c̃r “ γr´1

br
log cr ` c1r´1 ` α1r log 2 and α̃r “ γr´1

br
` α1r´1.

Combining (15.13) and (15.18), we find that

(15.20)
´ logψrpx, y1;Ñωq “ ´βr´1 logψr´1px´, y 1́ ;Ñω´q ´ log SVPrpx, y1;ωrq

ď βr´1 pc̃r ´ α̃r log τq ´ γr log dpG1
1, Frq ´ logpε1r{4q

for every y1 in X2. This proves the claim (ii), with

(15.21) c1r “ βr´1c̃r ´ logpε1r{4q and α1r “ βr´1α̃r.

Now we deduce the claim (ii). By part (i), there exists X 1 Ă FpF 1
rq such that

µF̊ 1
r
pF˚pF 1

rqzX 1q ă τ{2 and

(15.22) ´ logψrpx, y1;Ñωq ď ´γr logpG1
1, Frq ` c1r ´ α1r logpτ{2q.

for every y1 P X 1. Taking τ “ 2crρ
br and F “ F 1

r in (15.3), we get that

(15.23)

´ log dpG1
1, Frq ď ´ log dpF 1

r , Frq ´ log ρ

“ ´ log dpF 1
r , Frq ` 1

br
plog 2cr ´ log τq

for every y1 in a set Y Ă FpF 1
rq with µr̊ pF˚pF 1

rqzY q ă τ{2. Define X2
τ “ X 1 X Y .

Then µF̊ 1
r
pF˚pF 1

rqzX2
τ q ă τ and the relations (15.22) and (15.23) imply that (15.12)

holds for every y1 P X2
τ , with

(15.24) c2r “ c1r ` γr

br
log 2cr ` α1r log 2 and α2r “ αr ` γr

br
.

This completes the proof of the lemma. �

Corollary 15.4. There exist Kr “ Krpν8q ą 0 and Ωr “ Ωrpν8, δ, nq ą 1 such
that for all px, x1q P Er̨ pεrq2 such that x R Er̨ pε1r{2q or x1 R Er̨ pε1r{2q, and for all
Ñ
ω “ pω1, . . . , ωrq P R

d` with ωr ă ε3r ,

(15.25)

ż
FpF 1

rq
Ψrpx, y1;Ñωq dµF̊ 1

r
py1q and

ż
FpFrq

Ψrpy, x1;Ñωq dµF̊r
pyq

are both bounded above by logΩr `Kr.
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Proof. Since the function Ψrp¨, ¨;Ñωq is symmetric, it suffices to consider the first
integral in (15.25). Initially, suppose that x R Er̨ p2ε2rq and x1 R Er̨ p2ε2rq. Then

Ψrpx, x1;Ñωq “ log Ωr and, in fact, Ψrp¨, ¨;Ñωq ” logΩr on FpFrq ˆ FpF 1
rq. Hence

the integral is equal to logΩr, and so the claim is trivial in this case.
From now on, let us assume that some of the points x and x1 is in Er̨ p2ε2rq. Since

the other is necessarily outside Er̨ pε1{2q, by hypothesis, it follows that

(15.26) dpFr , F
1
rq ě ε1r{2´ 2ε2r.

We are going to apply Lemma 15.2 to

Z “ FpF 1
rq, θ “ µF̊ 1

r
, Ω “ Ωr,

fpy1q “ ψrpx, y1;Ñωq, a “ dpFr, F
1
rqγre´c2r , and b “ α2r .

The assumption (15.10) of Lemma 15.2 corresponds precisely to part (ii) of the
conclusion of Lemma 15.3: given any τ P p0, 1s,

´ logψrpx, y1;Ñωq ď ´γr log dpF 1
r, Frq ` c2r ´ α2r log τ

for every y1 in a set Z2τ Ă Z with qr,x1pZzZ2τ q ă τ . The conclusion of Lemma 15.2
asserts thatż

FpF 1
rq
Ψrpx, y1;Ñωq dµF̊ 1

r
py1q “

ż
FpF 1

rq
logpΩr ` ψrpx, y1;Ñωq´1q dµF̊ 1

r
py1q

ď logpΩr ` ec
2
rdpFr, F

1
rq´γr q ` 10α2r

Define

(15.27) Ωr “ ec
2
rpε1r{2´ 2ε2rq´γr and Kr “ 10α2r ` log 2.

Replacing (15.26) in the previous inequality we find thatż
FpF 1

rq
Ψrpx, y1;Ñωq dµF̊ 1

r
py1q ď logpΩr ` ec

2
rpε1r{2´ 2ε2rq´γr q ` 10α2r

ď logΩr `Kr

as claimed. �

Proof of Proposition 15.1. It follows immediately from the definitions (15.5) and

(15.6) that rQrΨr “ Ψr outside Er̨ pεr, ε1r{2q ˆ Er̨ p3ε2rq Y Er̨ p3ε2rq ˆ Er̨ pεr, ε1r{2q
This contains part (i) of the proposition. We also have that rQrΨr “ Ψr “ logΩr

on the cut-off region Er̨ pεr, 2ε2rq2. Thus (check Figure 10), to complete the proof
of part (ii) we only have to consider the case when px, x1q P Er̨ pεr, ε11q ˆEr̨ p2ε2rq Y
Er̨ p2ε2rq ˆ Er̨ pεr, ε1rq. In this case q̃r,r,x1 “ µF̊r

ˆ µF̊ 1
r
, and so Corollary 15.4 gives

that rQrΨrpx, x1;ωq “
ż
FpFrq

ż
FpF 1

rq
Ψrpu, u1;Ñωq dµF̊ 1

r
pu1q dµF̊r

puq

ď
ż
FpFrq

plogΩr `Krq dµF̊r
puq “ logΩr `Kr.

This proves the first inequality in part (ii). The second one is an immediate conse-
quence of the definition of Ψr.
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We are left to proving part (iii) of the proposition. Combining the definition
(15.6) with Corollary 15.4, we see that

(15.28)

ż
FpFrqˆFpF 1

rq
Ψrpu, u1;Ñωq dq̃r,x,x1pu, u1q

ď `
1´ τpFr , F

1
rq
˘
Ψrpx, x1;Ñωq ` τpFr , F

1
rq plogΩr `Krq

ď Ψrpx, x1;Ñωq ` τpFr , F
1
rqKr ď Ψrpx, x1;Ñωq `Kr,

as claimed. �

Corollary 15.5. For any δ ą 0, n ě Nr, the following holds for any k ě ǩr:

(i) For any x, x1 P Er̨ pεrq in general position with Ψk,rpx, x1q ą logΩr,ż
G

rQrΨk,rpgx, gx1q dνpnqk pgq ď Ψk,rpx, x1q ` C2
rn`Kr.

(ii) For any x, x1 P Er̨ pεrq in general position satisfying Ψk,rpx, x1q ą logΩr,
VArpx, x1q ě ωk,r, and VArpx1, xq ě ωk,r,ż

G

rQrΨk,rpgx, gx1q dνpnqk pgq ď Ψk,rpx, x1q ` C2
r δn`Kr.

(iii) For any x, x1 P Er̨ pε3r q in general position satisfying VArpx, x1q ě ωk,r and
VArpx1, xq ě ωk,r,ż

G

rQrΨk,rpgx, gx1q dνpnqk pgq ď Ψk,rpx, x1q ´ pκ2r ´ C2
r δqn.

Proof. Parts (i) and (iii) of Proposition 15.1 imply thatrQrΨrpx, x1q ď Ψrpx, x1q `Kr for every px, x1q P Er̨ pεrq2,
Then the claims in parts (i) and (ii) of the corollary follow immediately from the
corresponding statements in Proposition 14.1. In the context of part (iii) of the

corollary, we even have that rQrΨrpx, x1q “ Ψrpx, x1q, and so the claim corresponds
exactly to part (iii) of Proposition 14.1. �

16. Recoupling and conclusion

By induction, there are constants εr ą 0 and nr P N, continuous Markov opera-
tors

(16.1) Tk,r : BpErpεrqq Ñ BpErpεrqq, Tk,rϕpFrq “
ż
Erpεrq

ψ dσk,r,Fr

adapted to pνk, Erpεrqq, and Tk,r-invariant probability measures ηk,r on Erpεrq
such that the sequence η8,r “ limk ηk,r exists and satisfies η8,r pErq ą 0. Up to
”localizing” the Markov operators as described in Section 6.5, if necessary, we may
assume that εr ą 0 is small enough that

(16.2) η8,rpErpεrqzErq ă 1

10
ηk,rpErq.

Then, for every k sufficiently large,

(16.3) ηk,rpErpεr, ε3r qq ă 2

10
ηk,rpErpεrqq.

We are going to show that this leads to a contradiction when dimE “ r, and to
recover all this information for r ` 1 when dimE ą r.
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16.1. Markov operators on flag varieties. Let k and r be fixed. We are going
to extend Tk,r to a suitable Markov operator Tk̨,r in the space of flags, as follows.

The first step is to find a suitable lift of σk,r,x to a probability measure on the
group G “ GLpRdq. For each Fr P Grpr, dq define

EFr
: GÑ Grpr, dq, g ÞÑ gFr.

Lemma 16.1. There exists a continuous family tµk,r,Fr
: Fr P Erpεrqu of proba-

bility measures on G such that pEFr
q˚µk,r,Fr

“ σk,r,Fr
for every Fr P Erpεrq.

Proof. Write R
d “ E ‘ EK. Every F P Erpεrq is the graph of a linear map

uF : E Ñ EK. Define

hF : Rd Ñ R
d, vE ` vK ÞÑ vE ` `

vK ` uF pvEq˘ .
Then F ÞÑ hF is a continuous injective map from Erpεrq to G “ with hF pEq “ F .
For each fixed Fr P Erpεrq, define

LFr
: Erpεrq Ñ G, F ÞÑ hF ˝ h´1

Fr
.

Then LFr
is a continuous injection and a right-inverse of EFr

:

(16.4) EFr
pLFr

pF qq “ LFr
pF qFr “ `

hF ˝ h´1
Fr

˘ pFrq “ hF pEq “ F

for every F P Erpεrq. Define µk,r,Fr
“ pLFr

q˚σk,r,Fr
. It is clear that this varies

continuously with Fr. The claim in the lemma follows directly from (16.4). �

Since Tk,r is adapted to pνpnqk , Erpεrqq, there exists a neighborhood V of the ν
pnq
k -

core of Erpεrq such that σk,r,Fr
coincides with ν

pnq
k,Fr

“ pEFr
q˚νpnqk for every Fr P V .

Let τ : Erpεrq Ñ r0, 1s be a continuous function vanishing on a neighborhood

U Ă V of the ν
pnq
k -core of Erpεrq, and constant equal to 1 outside U . Define

νk,r,Fr
“ p1´ τpFrqqνpnqk ` τpFrqµk,r,Fr

.

Observe that pEFr
q˚νk,r,Fr

“ σk,r,Fr
for all Fr P Erpεrq, and so the operator Tk,r :

BpErpεrqq Ñ BpErpεrqq may be rewritten as

Tk,rψpFrq “
ż
G

ψpgFrq dνk,r,Fr
pgq.

We extend this to

(16.5) Tk̨,r : BpEr̨ pεrqq Ñ BpEr̨ pεrqq, Tk̨,rψpxq “
ż
G

ψpgxq dνk,r,Fr
pgq,

where x “ pF1, . . . , Frq and gx “ pgF1, . . . , gFrq. It is clear that Tk̨,r projects to

Tk,r under the forgetfulness map (15.9). Let ηk̨,r be a Tk̨,r-invariant probability
measure projecting to ηk,r .

16.2. Recoupling. We move to construct suitable self-couplings for the Markov
operators Tk̨,r . Begin by writing the definition in (16.5) as

(16.6) Tk̨,rψpxq “
ż
Er̨ pεrq

ψ dσk̨,r,x for ψ P BpEr̨ pεrqq,
where σk̨,r,x is the push-forward of νk,r,Fr

under the map GÑ Fpr, dq, g ÞÑ gx. By

construction, σk̨,r,x coincides with the push-forward ν
pnq
k,r,x of ν

pnq
k whenever Fr is in

the neighborhood U of ν
pnq
k -core of Erpεrq. We denote by ν

pnq
k,r,x,x the push-forward

of ν
pnq
k under the diagonal embedding GÑ Fpr, dq2, g ÞÑ pgx, gx1q.
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Consider X “ X 1 “ Er̨ pεrq, Y “ Y 1 “ Er̨ pεrq, and ηy “ η1y “ σk̨,r,y for every

y P Y . Let K be the (compact) subset Diagr of pairs px, x1q P Er̨ pεrq2 which are
not in general position, that is, such that either F 1

1 Ă Fr or F1 Ă F 1
r. It is clear

that Kpx1q and K 1pxq are algebraic subvarieties of Er̨ pεrq, and so

σk̨,r,ypKpx1qq “ σk̨,r,ypK 1pxqq “ t0u
for every x, x1 and y. This means that (6.10) holds in this setting, and so we may
use Proposition 6.9 to find a continuous family!

θ̃k,r,x,x1 : px, x1q P Er̨ pεrq2
)

of generic probability measures on Er̨ pεrq2 such that each θk,r,x,x1 is a coupling of
σk̨,r,x and σk̨,r,x1 vanishing on a uniform neighborhood of Diagr.

Let ω̃ : Er̨ pεrq2 Ñ r0, 1s be a continuous function such that ω̃px, x1q “ 0 if Fr

and F 1
r are both in Er̨ pε̃rq and ω̃px, x1q “ 1 if either of them is outside Er̨ p2ε̃rqq.

Then

(16.7) σ̃k̨,r,x,x1 “
`
1´ ω̃px, x1q˘ νpnqk,r,x,x1 ` ω̃px, x1qθ̃k,r,x,x1

is a coupling of σk̨,r,x and σk̨,r,x1 depending continuously on px, x1q, and so

rTk̨,r : BpEr̨ pεrq2q Ñ BpEr̨ pεrq2q, rTk̨,rψ̃px, x1q “ ż
Er̨pεrq2

ψ̃ dσ̃k̨,r,x,x1 ,

is a continuous self-coupling of Tk̨,r. Just as we did for r “ 1, we must modify these
operators, by recoupling the measures σk̨,r,x and σk̨,r,x1 in a suitable way on the

region Er̨ p2ε̃r, ε2rq2.
For x P Er̨ p2ε̃r, ε2rq, it follows from (9.16) that the subset of g P supp ν

pnq
k such

that gx P Er̨ p2ε1rq is disjoint from the set DkpFrq given by Corollary 5.7. Hence,

(16.8) ν
pnq
k,r,x

`
Er̨ p2ε1rq

˘ ď ν
pnq
k pDkpFrqcq ă δ for every x in Er̨ p2ε̃r, ε2rq.

Note that σk̨,r,x “ ν
pnq
k,r,x if Fr is in the ν

pnq
k -core of Erpεrq.

Take X “ X 1 “ Er̨ pεrq, Y “ Y 1 “ Er̨ p2ε̃r, ε2rq2, and ηy “ η1y “ σk̨,r,y for every

y P Y . Moreover, let K “ Er̨ pε1rq2 YDiagr. On the one hand, (16.8) implies that
σk̨,r,ypEr̨ pε1rqq and σk̨,r,ypEr̨ pε1rqq are less than δ ă 1{2 for every y P Y . On the
other hand,

Diagrpx1q “ tx P Er̨ pεrq : F 1
1 Ă Fr or F1 Ă F 1

ru and
Diag1rpxq “ tx1 P Er̨ pεrq : F 1

1 Ă Fr or F1 Ă F 1
ru

are algebraic subvarieties of Er̨ pεrq, and so they have zero σk̨,r,y-measure for every
y P Y . These two observations show that

Kpx1q “ Er̨ pε1rq YDiagrpx1q and K 1pxq “ Er̨ pε1rq YDiag1rpxq
satisfy (6.10). So we may use Proposition 6.9 to find a continuous family

tζk,r,x,x1 : px, x1q P Er̨ p2ε̃r, ε2rq2u
of generic probability measures on Er̨ pεrq2 such that every ζk,r,x,x1 is a coupling of
σk̨,r,x and σk̨,r,x1 vanishing on a uniform neighborhood of Diagr and such that

(16.9) ζk,r,x,x1
`
Er̨ pε1rq2

˘ “ 0.
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Fix a continuous function τ : Er̨ pεrq2 Ñ r0, 1s such that τ ” 1 on Er̨ pε̃r, 2ε2rq2
and τ ” 0 on the complement of Er̨ p2ε̃r, ε2rq2, and then define

(16.10) σ̂k̨,r,x,x1 “
`
1´ τpx, x1q˘ σ̃k̨,r,x,x1 ` τpx, x1qζk,r,x,x1

for every px, x1q P Er̨ pεrq2. Then σ̂k̨,r,x,x1 is a coupling of σk̨,r,x and σk̨,r,x1 depending
continuously on px, x1q, and so

pTk̨,r : BpEr̨ pεrq2q Ñ BpEr̨ pεrq2q, pTk̨,rψ̃px, x1q “ ż
Er̨pεrq2

ψ̃ dσ̂k̨,1,x,x1

is another continuous self-coupling of Tk̨,r, coinciding with rTk̨,r outside the recou-

pling region Er̨ p2ε̃r, ε2rq2.
Finally, define pT Q

k,r : BpEr̨ pεrq2q Ñ BpEr̨ pεrq2q by pT Q
k,r “ pTk̨,r ˝ rQr, that is,

(16.11) pT Q
k,rϕ̃px, x1q “

ż
Er̨ pεrq2

p rQrϕ̃q dσ̂k̨,1,x,x1 .

Let πi : Erpεrq2 Ñ Erpεrq and πį : Er̨ pεrq2 Ñ Er̨ pεrq denote the projections to the
ith factor, i “ 1, 2, and f be the forgetfulness map (15.9). By (16.11) and (15.8),pT Q

k,r

`
ψ̃ ˝ pf, fq˘ “ pTk̨,r` rQr

`
ψ̃ ˝ pf, fq˘˘ “ pTk̨,r`ψ̃ ˝ pf, fq˘

for any ψ̃ P BpErpεrq2q. Take ψ̃ “ ψ ˝ πi for any ψ P BpErpεrqq. Observing that

πi ˝ pf, fq “ f ˝ πį , and keeping in mind that pTk̨,r is a self-coupling of Tk̨,r and the
latter projects to Tk,r under the forgetfulness map, we get that

(16.12) pT Q
k,r

`
ψ ˝ f ˝ πį

˘ “ pTk̨,r`ψ ˝ f ˝ πį ˘ “ Tk̨,r

`
ψ ˝ f˘ ˝ πį “ `

Tk,rψq ˝ f ˝ πį .
In other words, pT Q

k,r projects to Tk,r under f ˝ πį for any i “ 1, 2.

Remark 16.2. Unlike pTk̨,r , this pT Q
k,r is not a coupling of operators on BpEr̨ pεrqq

because rQr itself is not a coupling. That could be remedied by choosing rQr differ-
ently. However, our choice is convenient for lifting these operators to the blow-up
space Yrpεrq, as we will see in Section 16.4.

We will need the following extension of Lemma 11.1 to r ą 1:

Lemma 16.3. Let px, x1q P Er̨ pεrq2 be such that

(a) either at least one of the points x or x1 is in the ν
pnq
k -border of Er̨ pεrq,

(b) or both x and x1 are in the ν
pnq
k -core of Er̨ pεrq but outside Er̨ p2ε2rq.

Then σ̂k̨,r,x,x1pEr̨ pε1rq2q “ 0 and pT Q
k,rΨk,rpx, x1q ď logΩr `Kr.

Proof. Let us begin by proving the claim that σ̂k̨,r,x,x1 vanishes on Er̨ pε1rq2. If x is

in the ν
pnq
k -border of Er̨ pεrq then, using (13.22),

σ̂k̨,r,x,x1pEr̨ pε1rq2q ď σk̨,r,xpEr̨ pε1rqq ď σk̨,r,x

ˆ
X

#

ν
pnq
k

Er̨ pεrq
˙
“ 0.

The same argument applies when x1 is in the ν
pnq
k -border of Er̨ pεrq. This settles the

claim in case (a). Now let x and x1 be as in (b). Keep in mind that σk̨,r,x “ ν
pnq
k,r,x

and σk̨,r,x1 “ ν
pnq
k,r,x1 . By (16.9), ζk,r,x,x1 vanishes on Er̨ pε1rq2, and so (16.10) gives

that
σ̂k̨,r,x,x1

`
Er̨ pε1rq2

˘ “ p1´ τpx, x1qqσ̃k̨,r,x,x1
`
Er̨ pε1rq2

˘
.
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If x and x1 are both in Er̨ pε̃rq then τpx, x1q “ 1, and the claim follows. When

x R Er̨ pε̃rq we get from (13.23) that ν
pnq
k,r,xpEr̨ pε1rqq “ 0. Then

σ̃k̨,r,x,x1pEr̨ pε1rq2q ď σk̨,r,xpEr̨ pε1rqq “ ν
pnq
k,r,xpEr̨ pε1rqq “ 0.

The case when x1 R Er̨ pε̃rq is analogous. Thus σ̂k̨,r,x,x1pEr̨ pε1rq2q “ 0 also in case

(b).

By part (ii) of Proposition 15.1, it follows that rQrΨk,rpu, u1q ď logΩr `Kr for
σ̂k̨,r,x,x1-almost every pu, u1q P Er̨ pεrq2. Integrating with respect to σ̂k̨,r,x,x1 we get

that pT Q
k,rΨk,rpx, x1q ď logΩr `Kr as claimed. �

Proposition 16.4. There exist κ3r “ κ3r pν8q ą 0 and C3
r “ C3

r pν8q ą 0 such

that given any δ ą 0 and n ě Nr the following holds for every k ě ǩr:

(i) For any px, x1q P Er̨ pεrq2zDiagr,pT Q
k,rΨk,rpx, x1q ď Ψk,rpx, x1q ` C3

r n.

(ii) For any px, x1q P Er̨ pεrq2zDiagr with VArpx, x1q ě ωk,r,pT Q
k,rΨk,rpx, x1q ď Ψk,rpx, x1q ` C3

r p1` δnq.
(iii) For any px, x1q P Er̨ pε3r qzDiagr with VArpx, x1q ě ωk,r,pT Q

k,rΨk,rpx, x1q ď Ψk,rpx, x1q ´ pκ3r ´ C3
r δqn.

Proof. Take κ3r “ κ2r and C3
r “ C2

r `Kr, and let k ě ǩr. We split the argument
into four cases (check Figure 8).

First, suppose that both x and x1 are in the ν
pnq
k -core of Er̨ pεrq, and at least one

of them is in Er̨ pε2rq. This is necessarily the case in the setting of (iii). In particular
px, x1q is outside the cut-off region, which means that Ψk,rpx, x1q ą logΩr, and there
is no recoupling either:

σ̂k̨,r,x,x1 “ ν
pnq
k,r,x,x1 ,

pT Q
k,rΨk,rpx, x1q “

ż
G

rQrΨk,rpgx, gx1q dνpnqk pgq.
Hence the claims in (i), (ii) and (iii) are contained in Corollary 15.5.

Now suppose that both x and x1 are in the ν
pnq
k -core of Er̨ pεrq but outside Er̨ pε2rq,

and at least one of them is in Er̨ p2ε2rq. It is still true that px, x1q is outside the
cut-off region, and so Ψk,rpx, x1q ą logΩr. Thus the estimates in Corollary 15.5
remain valid for

(16.13)

ż
Er̨pεrq2

rQrΨk,r dσ̃k̨,r,x,x “
ż
G

rQrΨk,rpgx, gx1q dνpnqk pgq.

By (16.9), the measure ζk,r,x,x1 vanishes on Er̨ pε1rq2. So, part (ii) of Proposition 15.1
gives that

(16.14)

ż
Er̨pεrq2

rQrΨk,r dζk,r,x,x ď logΩr `Kr ď Ψk,rpx, x1q `Kr.

By the definition (16.10), pT Q
k,rΨk,rpx, x1q is a convex combination of the integrals in

(16.13) and (16.14). Thus the claims (i) and (ii) follow in this case.

Next suppose that both x and x1 are in the ν
pnq
k -core of Er̨ pεrq but outside

Er̨ p2ε2rq. This corresponds to case (b) of Lemma 16.3: claims (i) and (ii) are
contained in the conclusion of that lemma. Finally, suppose that at lest one of
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the points x and x1 is in the ν
pnq
k -border of Er̨ pεrq. This is precisely the situation

in case (a) of Lemma 16.3, and so claims (i) and (ii) are again contained in the
conclusion of that lemma. �

16.3. Contradicting dimE “ r. Now we are going to apply Lemma 11.3 with

X “ Er̨ pεrq2, T “ pT Q
k,r, ψ “ Ψk,r, η̂ “ η̂k,r ,

Ak “  px, x1q P Er̨ pεrq2 : VArpx, x1q ą ωk,r, VArpx1, xq ą ωk,r,(16.15)

dpFr , Eq ď ε3r , and dpF 1
r, Eq ď ε3r u,

B1
k “

 px, x1q P Er̨ pεrq2 : VArpx, x1q ą ωk,r, VArpx1, xq ą ωk,r,(16.16)

and dpFr, Eq ą ε3r or dpF 1
r , Eq ą ε3r u,

B1
k “

 px, x1q P Er̨ pεrq2 : VArpx, x1q ď ωk,r

(
,(16.17)

B2
k “

 px, x1q P Er̨ pεrq2 : VArpx1, xq ď ωk,r

(
.(16.18)

The sets A “ Ak, B
1 “ B1

k, and B2 “ B1
k Y B2

k are pairwise disjoint, and their
union is the whole Er̨ pεrq2. Moreover, (7.2) implies that B2 “ H when dimE “ r.

Proposition 16.4 shows that, as long as k is sufficiently large, the hypotheses of
Lemma 11.3 are satisfied for these choices, with

κA “ pκ3r ´ C3
r δqn, κ1B “ C3

r p1` δnq, and κ2B “ C3
r n.

Take δ ą 0 to be sufficiently small, depending on ν8, and n P N to be sufficiently
large, depending on ν8 and δ, that

(16.19) κA ą 9κ1B.

Using Proposition 6.6, we find a self-coupling η̂0̨ of ηk̨,r vanishing on a neigh-

borhood of Diagr Ă Er̨ pεrq2. Observe that η̂0̨ projects to ηk,r under f ˝ πį for any

i “ 1, 2. Then the same is true about every pT Q
k,r-iterate of η0̨ , by (16.12). Starting

from η̂0̨ and arguing as in the proof of Proposition 6.23, we find a sequence pη̂Qk,r,jqj
of probability measures on Er̨ pεrq2 projecting to ηk,r under f ˝ πį for any i “ 1, 2,

converging to a pT Q
k,r-invariant measure η̂Qk,r , and satisfying

ş
Er̨ pεrq2 Ψk,r dη̂

Q
k,r,j ă 8

and ż
Er̨ pεrq2

pT Q
k,rΨk,rpx, x1q dη̂Qk,r,jpx, x1q ě

ż
Er̨pεrq2

Ψk,rpx, x1q dη̂Qk,r,jpx, x1q

for every j. Applying Lemma 11.3 with T “ pT Q
k,r and η̂ “ η̂Qk,r,j , we get that

(16.20) η̂Qk,r,jpB2q ě κAη̂
Q
k,r,jpEr̨ pεrq2q ´ pκA ` κ1Bqη̂Qk,r,jpB1q

κA ` κ2B
for every j. Passing to the limit as j Ñ8, we conclude that

(16.21) η̂Qk,rpB2q ě κAη̂
Q
k,rpEr̨ pεrq2q ´ pκA ` κ1Bqη̂Qk,rpB1q

κA ` κ2B
.

By definition, B1 is contained in the union of the pre-images pf ˝ πį q´1 pErpεr, ε3r qq,
i “ 1, 2. Thus, using (16.3),

(16.22) η̂Qk,rpB1q ď 2ηk,rpErpεr, ε3r qq ă 4

10
ηk,rpErpεrqq.



CONTINUITY OF THE LYAPUNOV EXPONENTS OF RANDOM MATRIX PRODUCTS 105

It is clear that η̂Qk,rpEr̨ pεrq2q “ ηk,rpErpεrqq. Substituting these relations in (16.21)

and using (16.19), we find that

(16.23) η̂Qk,rpB2q ě κA ´ 4
10
pκA ` κ1Bq

κA ` κ2B
ηk,rpErpεrqq ě 5κ1B

κA ` κ2B
ηk,rpErpεrqq ą 0.

When dimE “ r this is a contradiction, because B2 is empty in that case. Thus
dimE ě r ` 1.

16.4. Completing step r. By (16.23), there exists i “ 1, 2 such that

(16.24) η̂Qk,rpBi
kq ě 2κ1B

κA ` κ2B
ηk,rpErpεrqq.

It is no restriction to assume that i “ 1, as the other case can be deduced just by
exchanging the roles of x and x1.

Consider the map

Σ : Er̨ pεrq2zDiagr Ñ Grpr ` 1, dq, Σpx, x1q “ F 1
1 ` Fr

and the compact topological spaces

Yr “ tpx, x1, yq P Fpr, dq2 ˆGrpr ` 1, dq : F 1
1 Ă y and Fr Ă yu

Yrpεq “ tpx, x1, yq P Yr : x, x1 P Er̨ pεqu for ε ą 0,

together with the canonical projections

p1 : Yr Ñ Fpr, dq2, px, x1, yq ÞÑ px, x1q
p2 : Yr Ñ Grpr ` 1, dq, px, x1, yq ÞÑ y.

For px, x1, yq P Yr and n P N, denote by ν
pnq
k,r,x,x1,y the image of ν

pnq
k under the

diagonal action

GÑ Yr, pg ÞÑ pgx, gx1, gyq.
Clearly, each ν

pnq
k,r,x,x1,y is a lift of ν

pnq
k,r,x,x1 relative to p1 : Yr Ñ Fpr, dq2. The

complement of Diagr in Fpr, dq2 embeds in Yr through

px, x1q ÞÑ px, x1, F 1
1 ` Frq.

In particular, every measure ξ on Fpr, dq2 that vanishes on Diagr has a (unique)
lift ξ̌ to Yr .

From the relations (11.3) and (16.10), we see that

(16.25) σ̂k̨,r,x,x1 “
`
1´ ω̌px, x1q˘ νpnqk,r,x,x1 ` ω̌px, x1qθ̂k,r,x,x1

where ω̌ : Er̨ pεrq2 Ñ r0, 1s is a continuous function that vanishes identically on

Er̨ pε2rq2, and each θ̂k,r,x,x1 is a coupling of σk̨,1,x and σk̨,1,x1 vanishing on a uniform
neighborhood of Diagr. In view of the previous remarks, it follows that the σ̂k̨,r,x,x1
lift to probability measures

(16.26) σ̌k,r,x,x1,y “ `
1´ ω̌px, x1q˘ νpnqk,r,x,x1,y ` ω̌px, x1qθ̌k,r,x,x1,y

on Yrpεrq, where θ̌k,r,x,x1,y is the unique lift of θ̂k,r,x,x1,y. This lift is continuous: it

is clear that ν̌
pnq
k,r,x,x1,y varies continuously and, by uniqueness, so does θ̌k,r,x,x1,y.

We claim that the spreading out measures q̃r,x,x1 in (15.6) also lift continuously
to measures q̌r,x,x1,y on Yrpεrq. Indeed, it is clear that tδpx,x1,yq : px, x1, q P Yrpεrqu
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is a continuous lift of tδpx,x1q : px, x1q P Er̨ pεrq2u, and so it suffices to show that the
family

tµF̊r
ˆ µF̊ 1

r
: px, x1q P Er̨ pεr, ε1r{2q ˆEr̨ p3ε2rq YEr̨ p3ε2rq ˆEr̨ pεr, ε1r{2qu

lifts uniquely to Yrpεrq. The latter is a direct consequence of the fact that

(16.27)
´
µF̊r

ˆ µF̊ 1
r

¯
pDiagrq “ 0

for any pFr , F
1
rq P Erpεr, ε1r{2qˆErp3ε2rqYErp3ε2rqˆErpεr, ε1r{2q, To prove (16.27),

let us write u “ pG1, . . . , Grq and u1 “ pG1
1, . . . , G

1
rq. By definition,

(16.28)

´
µF̊r

ˆ µF̊ 1
r

¯
pDiagrq ď µF̊ 1

r
ptu1 P FpF 1

rq : G1
1 Ă Fruq

` µF̊r
ptu P FpFrq : G1 Ă F 1

ruq
The key point is that in this setting we always have Fr ‰ F 1

r . Thus the set of
u1 P FpF 1

rq such that G1
1 Ă Fr is a subvariety of FpF 1

rq of strictly smaller dimension,
and so it has zero µF̊ 1

r
-measure. Thus the first term on the right-hand side of (16.28)

vanishes identically, and then so does the second term, by symmetry. This proves
the claim.

These observations ensure that the Markov operator pT Q
k,r “ pTk,r ˝ rQr admits a

continuous liftqT Q
k,r : BpYrpεrqq Ñ BpYrpεrqq, qT Q

k,rΦpx, x1, yq “
ż
Yrpεrq

Φ dσ̌Q
k,r,x,x1,y,

given by

σ̌Q
k,r,x,x1,y “

ż
Yrpεrq

q̌r,u,u1,v dσ̌k,r,x,x1,ypu, u1, vq.
Since the measure η̂0̨ was taken to vanish on a neighborhood of Diagr Ă Er̨ pεrq2,
it also admits a (unique) lift η̌0̨ to Yrpεrq. Applying the construction in Propo-

sition 6.23 simultaneously to the operators pT Q
k,r and qT Q

k,r, starting from η̂0̨ and η̌0̨
respectively, we find a sequence pη̌Qk,r,jqj of probability measures on Yrpεrq converg-
ing to a qT Q

k,r-invariant probability measure η̌Qk,r and such that (up to restricting to

a subsequence) each η̌Qk,r,j projects to η̂Qk,r,j under p1. Observe that η̌Qk,r and each

η̌Qk,r,j project to ηk,r under f ˝ πį ˝ p1 for i “ 1, 2.

Next, define ηk,r`1 “ p2˚η̌Qk,r and let tdη̌k,r,v : v P p2Yrpεrqu be a disintegration

of η̌Qk,r with respect to the partition tp´1
2 pvq : v P p2Yrpεrqu. Then define

Tk,r`1 : Bpp2Yrpεrqq Ñ Bpp2Yrpεrqq,
Tk,r`1Φpyq “

ż
p
´1

2
pyq

qT Q
k,rpΦ ˝ p2qpx, x1, yq dη̌k,r,ypx, x1q.

Equivalently, Tk,r`1Φpyq “ ş
p2Yrpεrq Φ dσk,r`1,y with

(16.29) σk,r`1,y “
ż
p
´1

2
pyq
p2˚σ̌Q

k,r,x,x1,y dη̌k,r,ypx, x1q.

Let Bk “ p2p
´1
1 pB1

kq “ tF 1
1 ` Fr : px, x1q P B1

ku, where B1
k is as in the previous

section. Define also ηk,r`1,j “ p2˚η̌Qk,r,j for j P N. Then

ηk,r`1,jpBkq ě η̌Qk,r,j
`
p´1
1 pB1

kq
˘ “ η̂Qk,r,jpB1

kq.
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Passing to the limit as j Ñ 8, and arguing as in (16.20)–(16.23), we find from
(16.24) that

ηk,r`1pBkq ě 5κ1B
κA ` κ2B

ηk,rpErpεrqq.

Now, since ωk,r Ñ 0, the definition (16.17) implies that Bk converges to Er as
k Ñ8. Thus, any accumulation point η8,r`1 of ηk,r`1 must satisfy

(16.30) η8,r`1pEr`1q ě 5κ1B
κA ` κ2B

η8,rpErpεrqq ě 5κ1B
κA ` κ2B

η8,rpErq ą 0.

Take nr`1 “ n and εr`1 “ ε2r. Let ν
pnr`1q
k,r`1,y denote the push-forward of ν

pnr`1q
k

under the map GÑ Grpr ` 1, dq, g ÞÑ gy.

Lemma 16.5.

(i) σk,r`1,y “ ν
pnr`1q
k,r`1,y for every y P Er`1pεr`1q.

(ii) σk,r`1,y

ˆ
X

#

ν
pnq
k

Er`1pεr`1q
˙
“ 0 for every y R Er`1pεr`1q

(iii) The measure ηk,r`1 is Tk,r`1-invariant.

Proof. It is clear that ν
pnr`1q
k,r`1,y coincides with the push-forward of ν

pnr`1q
k,r,x,x1,y under

the projection p2. Thus (16.26) gives that

p2˚σ̌k,r,x,x1,y “
`
1´ ω̌px, x1q˘ νpnr`1q

k,r`1,y ` ω̌px, x1qp2˚θ̌k,r,x,x1,y,
and so,

σ̌k,r`1,y “
˜
1´

ż
p
´1

2
pyq
ω̌px, x1q dη̌k,r,ypx, x1q

¸
ν
pnr`1q
k,r`1,y

`
ż
p
´1

2
pyq
ω̌px, x1qp2˚θ̌k,r,x,x1,y dη̌k,r,ypx, x1q,

If y P Er`1pεr`1q then both x and x1 are necessarily in Er̨ pεr`1q, by (7.1), in which

case ω̌px, x1q “ 0. Then σk,r`1,y “ ν
pnr`1q
k,r`1,y, as claimed in (i).

In view of (16.29), to prove part (ii) it suffices to show that if y R Er`1pεr`1q
then

(16.31) p2˚σ̌k,r,x,x1,y
ˆ
X

#

ν
pnq
k

Er`1pεr`1q
˙
“ 0

for any x, x1 Ă y. If x and x1 are both in Er̨ pεr`1q then
p2˚σ̌k,r,x,x1,y “ p2˚νpnr`1q

k,r,x,x1,y “ ν
pnr`1q
k,r`1,y

and then the claim follows from Remark 6.26. From now on, we assume that one
of the points, x say, is not in Er̨ pεr`1q. It follows from the definitions that

p´1
2

ˆ
X

#

ν
pnq
k

Er`1pεr`1q
˙
Ă X

#

ν
pnq
k

Er̨ pεr`1q2 ˆ X
#

ν
pnq
k

Er`1pεr`1q,
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and so

(16.32)

p2˚σ̌k,r,x,x1,y
ˆ
X

#

ν
pnq
k

Er`1pεr`1q
˙

ď σ̌k,r,x,x1,y

ˆ
X

#

ν
pnq
k

Er̨ pεr`1q2 ˆ X
#

ν
pnq
k

Er`1pεr`1q
˙

ď σ̂k̨,r,x,x1

ˆ
X

#

ν
pnq
k

Er̨ pεr`1q2
˙

ď σk̨,r,x

ˆ
X

#

ν
pnq
k

Er̨ pεr`1q
˙
.

If x is in the ν
pnq
k -border of Er̨ pεrq then

σk̨,r,x

ˆ
X

#

ν
pnq
k

Er̨ pεr`1q
˙
ď σk̨,r,x

ˆ
X

#

ν
pnq
k

Er̨ pεrq
˙
“ 0,

because the operator Tk,1 is adapted to pνpnqk , Er̨ pεrqq. If x is in the ν
pnq
k -core of

Er̨ pεrq then Remark 6.26 gives that

σk̨,r,x

ˆ
X

#

ν
pnq
k

Er̨ pεr`1q
˙
“ ν

pnq
k,r,x

ˆ
X

#

ν
pnq
k

Er̨ pεr`1q
˙
“ 0.

Thus the right-hand side of (16.32) vanishes in either case. That completes the
proof of (16.31) and of part (ii) of the lemma.

Finally, by definition,ż
p2Yrpεrq

pTk,r`1Φq dηk,r`1

“
ż
p2Yrpεrq

ż
p
´1

2
pyq

qTk,r pΦ ˝ p2q px, x1, yq dη̌k,r,ypx, x1q dηk,r`1pyq

“
ż
Yrpεrq

qTk,rpΦ ˝ p2qpx, x1, yq dη̌k,rpx, x1, yq

for any Φ P Bpp2Yrpεrqq. Since η̌k,r is qTk,r-invariant, this givesż
p2Yrpεrq

pTk,r`1Φq pyq dηk,r`1pyq “
ż
Yrpεrq

pΦ ˝ p2qpx, x1, yq dη̌k,rpx, x1, yq

“
ż
p2Yrpεrq

Φ dη̂k,r`1,

which proves claim (iii). �

Since the σ̌k,r,x,x1,y are generic measures and the projection p2 is algebraic, it
follows readily from (16.29) and Remark 5.1 that every σk,r`1,y is a generic measure.
Then, conclusions (i) and (ii) in Lemma 16.5 allow us to apply Propositions 6.15
and 6.25 with Er`1pεr`1q and p2Yrpεrq in the roles of X and U , respectively. Thus

we get a continuous Markov operator adapted to pνpnr`1q
k , Er`1pεr`1qq and which

leaves the restriction of ηk,r`1 | Er`1pεr`1q invariant. Replace Tk,r`1 and ηk,r`1

with these new Markov operator and invariant measure, respectively. This finishes
step r of the induction.

The proof of Theorem 7.1 is now complete.
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[3] A. Avila and S. Gouëzel. Small eigenvalues of the Laplacian for algebraic measures in moduli
space, and mixing properties of the Teichmüller flow. Ann. of Math., 178:385–442, 2013.

[4] A. Avila and S. Jitomirskaya. The Ten Martini Problem. Ann. of Math. (2), 170:303–342,
2009.

[5] A. Avila, J. Santamaria, and M. Viana. Holonomy invariance: rough regularity and applica-
tions to Lyapunov exponents. Astérisque, 358:13–74, 2013.
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