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#### Abstract

We prove that the Lyapunov exponents of random products in a (real or complex) matrix group depends continuously on the matrix coefficients and probability weights. More generally, the Lyapunov exponents of the random product defined by any compactly supported probability distribution on $\mathrm{GL}(d)$ vary continuously with the distribution, in a natural topology corresponding to weak*-closeness of the distributions and Hausdorff-closeness of their supports.
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Part I. Lyapunov exponents and random walks

## 1. Introduction

Lyapunov exponents. The notion of Lyapunov exponents is rooted in the stability theory of differential equations created by Lyapunov [52] at the end of the 19th century. Consider a differential equation

$$
\begin{equation*}
x^{\prime}=L(t) x+R(t, x) \tag{1.1}
\end{equation*}
$$

where $L(t): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is linear and $R(t, \cdot)$ is a perturbation of order greater than 1. The Lyapunov exponent function $v \mapsto \lambda(v)$ is defined by

$$
\begin{equation*}
\lambda(v)=\limsup _{t \rightarrow \infty} \frac{1}{t} \log \left\|x_{v}(t)\right\| \tag{1.2}
\end{equation*}
$$

where $x_{v}$ is the solution of the linear equation $x^{\prime}=L(t) x$ with initial condition $v$. When $\lambda<0$ the constant solution $x_{0}(t) \equiv 0$ is exponentially stable for this linear equation. The stability theorem of Lyapunov asserts that, under a technical Lyapunov regularity condition, it remains exponentially stable for (1.1).

In 1960, Furstenberg, Kesten [41] proved that the limit in (1.2) exists for almost every $x$, relative to any probability measure invariant under the flow. A few years later, Oseledets [56] showed that Lyapunov regularity also holds for almost every point. Such results brought the subject of Lyapunov exponents to the realm of ergodic theory, where it has prospered since. Three main problems have a central role in the theory.

The first one is non-triviality of the Lyapunov spectrum: when is it the case that not all Lyapunov exponents are equal? This was founded by Furstenberg [40] in the 1960s and has been much studied since, especially in the last couple of decades or so. See Viana [65] and references therein. A product of this theory much exploited recently is the Invariance Principle [51, 20, 7, 5], a general statement to the effect that systems with trivial Lyapunov spectra are very rigid.

A related issue is that of simplicity of the Lyapunov spectrum: when are all the Lyapunov exponents distinct, with multiplicity 1? This was initiated by Guivarc'h and Raugi [46] and by Gol'dsheid and Margulis [45], and has also been the object of considerable interest in recent years. See [65] for references and a detailed discussion. An application was the proof of the Zorich-Kontsevich conjecture on the Lyapunov spectrum of the Teichmüller flow on the moduli space of Abelian differentials [6].

Continuity theorem. In the present paper we are mostly concerned with the dependence problem: how do the Lyapunov exponents depend on their underlying system? Several references to the literature on this problem will be given in a while. Right now, the following special case of our main result illustrates the kind of goals we pursue here.

Let $\left(A_{1}, \ldots, A_{m}\right)$ be an $m$-uple of matrices in $G=G L\left(\mathbb{R}^{d}\right)$ and $\left(p_{1}, \ldots, p_{m}\right)$ be an element of the open simplex $\Delta_{m}$ of dimension $m-1$, that is, an $m$-uple of numbers $p_{i} \in(0,1)$ such that $\sum_{i=1}^{m} p_{i}=1$. Let $\nu$ be the probability measure on $G$ given by

$$
\nu=\sum_{i=1}^{m} p_{i} \delta_{A_{i}}
$$

where $\delta_{A}$ denotes the Dirac mass at any $A \in G$. Let $\lambda_{1} \geqslant \cdots \geqslant \lambda_{d}$ be the Lyapunov exponents of the random matrix product induced by $\nu$ (definitions will appear in Section 2). We prove:

Theorem A. For each $1 \leqslant j \leqslant n$, the number $\lambda_{j}$ depends continuously on the $A_{i}$ and the $p_{i}$ at every point of the domain $G^{m} \times \Delta_{m}$.

The 2-dimensional case of Theorem A has been proved by Bocker and Viana [18]. A different proof of that case that introduces a few of the ideas in this paper appeared in Chapter 10 of the book [65]. Kifer [50] observed the Lyapunov exponents
may actually jump when some weight $p_{i}$ goes to zero, and that is why $\Delta_{m}$ is taken to be an open simplex.

A crucial point in Theorem A is that the conclusion holds even at reducible points, that is, when the matrices $A_{1}, \ldots, A_{n}$ share one or more invariant proper subspaces. Indeed, continuity of the Lyapunov exponents at irreducible points had already been proved in the 1980s, independently, by Furstenberg and Kifer [42] and by Hennion [47]. As often happens in this field, the reducible case is a lot more subtle, requiring a whole different set of ideas.

Our approach relies on a quantitative analysis of the random walk

$$
x \mapsto g x, \quad g \in G \text { a random variable with distribution } \nu,
$$

defined on the projective space $P=\mathbb{P}\left(\mathbb{R}^{d}\right)$ by the probability measure $\nu$. By Furstenberg and Kifer [42], discontinuity of the Lyapunov exponents can only occur if there is some proper subspace invariant under all the matrices and containing all the "most contracting" directions for the cocycle (see Section 3 for the precise statement).

In a nutshell, we prove that if such an invariant subspace $E$ (the "equator") does exist, typical trajectories of nearby generic random walks spend very little time in its vicinity, rendering the presence of the equator effectively harmless. A bit more precisely, we consider generic distributions $\nu_{k}$ converging to $\nu$ as $k \rightarrow \infty$, and we show that the stationary measures $\eta_{k}$ for the corresponding random walks cannot accumulate on the equator: any limit point $\eta_{\infty}$ as $k \rightarrow \infty$ (which is automatically a stationary measure for $\nu$ ) must satisfy $\eta_{\infty}(E)=0$. These notions and their basic properties will also be recalled in Section 3.

Margulis functions. The key technical tool to do this is the concept of Margulis function. Such functions have been introduced to the dynamics literature by Margulis in [32]. (In the probability setting, a Margulis function is also called a Foster-Lyapunov (or drift) function, and has been used extensively. See the book [55] for further references.)

In a few words, $\Phi: X \rightarrow[0, \infty]$ is a (multiplicative) Margulis function for a Markov operator $\mathcal{T}$ on some space $X$, relative to a set $Y \subset X$, if $\Phi \equiv \infty$ on $Y$ and there exist constants $c<1$ and $b<\infty$ satisfying

$$
\begin{equation*}
\mathcal{T} \Phi(x) \leqslant c \Phi(x)+b \text { for all } x \in X \tag{1.3}
\end{equation*}
$$

The distinctive feature implied by this inequality is that $\mathcal{T} \Phi(x)$ is much smaller than $\Phi(x)$ near $Y$, even if it may be somewhat bigger on other parts of $X$. Such functions have been used, for example, in $[34,31,33,1,2,24,35,14,30,3,49,53,12,43,44]$ and [65, Chapter 10]. For a fairly recent survey on this topic see [38].

Nevertheless, our application of Margulis functions in the present setting comes with a number of novelties. To begin with, we need a different kind of Margulis function, which we introduce here: given a partition $(A, B)$ of the space $X, \Phi$ is an (additive) Margulis function if there exist positive constants $\kappa_{A}$ and $\kappa_{B}$ such that

$$
\begin{align*}
& \mathcal{T} \Psi(x) \leqslant \Psi(x)-\kappa_{A} \text { for every } x \in A \\
& \mathcal{T} \Psi(x) \leqslant \Psi(x)+\kappa_{B} \text { for every } x \in B . \tag{1.4}
\end{align*}
$$

If $\Phi$ is a multiplicative Margulis function then $\log \Phi$ is an additive Margulis function relative to a suitable partition $(A, B)$ (see Remark 6.22). On the other hand, it is not true that if $\Psi$ is an additive Margulis function then $\exp \Psi$ is a multiplicative one. That is because the inequality (1.3) is very sensitive to the
"worst case" behavior of $\Psi$, whereas (1.4) depend more on the "average case" behavior. For this reason, it is often much easier to construct an additive Margulis function than a multiplicative one. In fact, we do not know how to construct a useful multiplicative Margulis function in our setting beyond the case $d=2$ (see [65, Chapter 10] and [53]).

Another point worth emphasizing is that in all the previous constructions (apart from $[53,65,12]$ ), the dynamical system is fixed. Instead, in the present paper we try to make the same Margulis function work for a whole family of dynamical systems, which have very different behaviors near the equator. This introduces quite a lot of new issues. Furthermore, the dynamical behavior near the equator is totally different from the behavior in other parts of phase-space. Thus, we need to carry out a localized analysis of the random walk, which is another important source of difficulties.

Further perspectives. Random products of matrices may be represented as a special kind of linear cocycle

$$
F: M \times \mathbb{R}^{d} \rightarrow M \times \mathbb{R}^{d}, \quad F(x, v)=(f(x), A(x) v)
$$

where the base dynamics $f: M \rightarrow M$ is a shift map $f\left(\left(x_{n}\right)_{n}\right)=\left(x_{n+1}\right)_{n}$ endowed with a Bernoulli measure, and the cocycle function $A$ depends only on the coordinate $x_{0}$. The dependence problem extends naturally to this general setting of linear cocyles: usually one takes the base dynamics $f$ and the corresponding invariant probability measure $\mu$ to be fixed, and one is interested in understanding how the Lyapunov exponents depend on $A$.

A natural step is to try and allow for much more general cocycle functions $A$. For reasons that we will soon discuss, it is convenient to assume some regularity, like Hölder continuity. Moreover, essentially all known results assume the cocycle to satisfy a kind of quasi-conformality condition called fiber-bunching (see [20, 7]) which also involves Hölder continuity.

Another natural way to broaden the scope of the theory is to weaken the assumptions on the base dynamics, to consider general dynamical systems more general than shift maps, as well as invariant measures satisfying much milder independence conditions. In this latter direction, Theorem A has been extended to Markov products of 2-dimensional matrices by Malheiro and Viana [53].

For Hölder cocycles, Backes, Brown and Butler [12] extended the 2-dimensional case of Theorem A to general fiber-bunched cocycles whose base transformation $f$ is a hyperbolic homeomorphism on a compact metric space (in the sense of [64]) and whose invariant probability measure has local product structure (see $[20,64]$ ), a mild requirement meaning, roughly speaking, that the future depends only weakly on the past. In fact, their statement extends to the class of linear cocycles with invariant holonomies. Both versions had been conjectured in [65, Section 10.6].

Another interesting path to possibly generate further progress is to consider linear cocycles over partially hyperbolic diffeomorphisms, volume-preserving or not. Groundwork in this direction has been laid in [5] and some continuity results have been derived in [7]. See also Avila, Viana and Wilkinson [8, 9], and Poletti and Viana [59].

The need for some regularity of the cocycle function is highlighted by the following result of Bochi [15]: if the system $(f, \mu)$ is aperiodic, $d=2$, and the linear cocycle
is continuous and not uniformly hyperbolic, then it may be $C^{0}$-approximated by linear cocycles with trivial Lyapunov spectra (the two Lyapunov exponents are equal). Thus, continuity can only hold at cocycles which either are uniformly hyperbolic or have trivial spectra.

In fact, the same is true restricted to the class of derivative cocycles of areapreserving surface diffemorphisms, a much harder fact which was discovered by Mañé [54] and whose proof was completed by Bochi [15]. These results have been extended to arbitrary dimensions by Bochi and Viana [17, 16]. They are generally not true for cocycles over non-invertible maps, even in the $\operatorname{SL}\left(\mathbb{R}^{2}\right)$ case, according to Viana and Yang [66].

On the other hand, the actual relevance of the fiber-bunching condition in this context is presently not entirely clear, indeed this remains one of the outstanding open questions in this area. Examples of discontinuity of the Lyapunov exponents for Hölder continuous linear cocycles which are not fiber-bunched have been found in [65, Section 9.3] and Butler [25].

We have restricted our attention to matrix groups, for good reason. While the basic concepts discussed here (such as Lyapunov exponents, Oseledets regularity, etc.) extend to the more general setting of all (not necessarily invertible) matrices, there is no hope to obtain any general regularity result for Lyapunov exponents in this more general setting.

To explain why, let us consider the Lyapunov exponents of the random product of two real matrices $A_{1}$ and $A_{2}$, with probability weights $p_{1}=p_{2}=1 / 2$. The Lyapunov exponents are well defined, but the bottom one is equal to $-\infty$ if one of the matrices is not invertible. Moreover, if some finite matrix product involving $A_{1}$ and $A_{2}$ is zero then the top Lyapunov exponent is $-\infty$ as well.

For instance, let $L(\theta)$ denote the top Lyapunov exponent for

$$
A_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \text { and } A_{2}=\left(\begin{array}{cc}
\cos 2 \pi \theta & -\sin 2 \pi \theta \\
\sin 2 \pi \theta & \cos 2 \pi \theta
\end{array}\right)
$$

viewed as a function of $\theta \in \mathbb{R}$. For $\theta=p / 4 q$ with $p$ odd and $q$ a non-zero integer, we have that $A_{1} A_{2}^{q} A_{1}=0$, and so $L(\theta)=-\infty$. By an upper semi-continuity argument, it follows that $L(\theta)=-\infty$ for Baire-generic $\theta$. In fact, it is not difficult to give an explicit generic quantitative condition ensuring that $L(\theta)=-\infty$, and even a sharp one, using the easily checked formula

$$
L(\theta)=\sum_{k=0}^{\infty} 2^{-k-2} \log |\cos 2 \pi k \theta|
$$

which also shows that the Lyapunov exponent $L(\theta)$ is finite (and discontinuous) at a full Lebesgue measure set of $\theta$.

What happens in this sort of situation is that, while one can still analyze the Lyapunov exponents of cocycles such as this one using a stationary measure $\eta$ on the projective space, just as we do in the present paper for the invertible case (but taking care of issues such as indeterminacy), in the present setting the measure $\eta$ becomes atomic, being the sum of Dirac masses with weights $2^{-k-1}$ on the lines through $(\cos 2 \pi k \theta, \sin 2 \pi k \theta)$.

Significance and applications of continuity. Knowledge that the Lyapunov exponents are continuous at some $f$ can in itself give information about the dynamics of $f$, as pointed out in Bochi, Viana [17], and abstract facts about the
existence of many (in the Baire sense) continuity points can be leveraged to a fine understanding of the dynamics from the generic point of view.

For instance, continuity of Lyapunov exponents ensures that the Oseledets decomposition varies continuously in a suitable sense: see Backes, Poletti [13]. Moreover, the convergence in the Oseledets theorem is locally uniform on the cocycle. This sort of uniformity is useful in various situations in dynamical systems. An example is the following relevant question in the ergodic theory of volume-preserving diffeomorphisms $f: M \rightarrow M$. See [39] or [60] for background.

Let $K \subset M$ be a Pesin block, that is, a compact (non-invariant) set where the Lyapunov exponents are all bounded away from zero and the estimates in the Oseledets theorem hold uniformly. Over such a set, the Pesin stable and unstable manifolds are well defined and depend continuously on the point. In particular they have a definite size, and so nearby points in the Pesin block must belong to the same ergodic component. One may thus ask about the stability of Pesin blocks: is it the case that a smooth perturbation of $g$ must also possess a Pesin block $K_{g}$ nearby (in the sense that the symmetric difference $K \Delta K_{g}$ has small measure) such that its Pesin manifolds are close to the unperturbed ones? This can be shown to follow from a suitable control of the dependence of the Lyapunov exponents, and in particular if the averaged Lyapunov exponents depend continuously on the diffeomorphism at the point $f$.

One setting where knowledge about the continuity of the Lyapunov exponents has been used as an essential ingredient in the understanding of the dynamics is in the study of quasiperiodic Schrödinger operators. Here $f=f_{\alpha}: x \mapsto x+\alpha$ is a translation on a finite dimensional torus $\mathbb{T}^{d}$, and the cocycle function takes the form

$$
A(x)=\left(\begin{array}{cc}
E-v(x) & -1 \\
1 & 0
\end{array}\right) \in \mathrm{SL}(2, \mathbb{R})
$$

In this case the continuity of Lyapunov exponents with respect to both $\alpha$ and $A$ has been proved for analytic $A$ and totally irrational $\alpha$ (meaning that $f_{\alpha}$ is minimal), by Bourgain and Jitomirskaya [23] when $d=1$ and by Bourgain [21] in the general case.

It was used, for instance, in the solution by Avila and Jitomirskaya [4] of the Ten Martini Problem, which asked whether the Almost Mathieu Operator has a Cantor spectrum (this can be rephrased as density of uniform hyperbolicity within certain one-parameter families of cocycles). It also appears prominently in the proof of the quantization of the acceleration for $d=1$, which is the starting point of the so-called global theory of one-frequency Schrödinger operators (Avila [10]).

Continuity is very subtle in this context: for instance, the aforementioned result of Bourgain and Jitomirskaya does not hold when $A$ is merely $C^{\infty}$ (a result of Wang-You [67]). Continuity as a function of $\alpha$ also may fail at rational $\alpha$ even when $A$ is analytic, see [23] for a discussion.

Another setting which connects with the ideas discussed in this paper is that of $\mathrm{SL}(2, \mathbb{R})$-actions on moduli spaces of Abelian or quadratic differentials. Let $\eta$ be an SL( $2, \mathbb{R}$ )-invariant probability measure. By Eskin-Mirzakhani [36], $\eta$ is equivalent to Lebesgue measure on some submanifold. The Kontsevich-Zorich cocycle over the Teichmüller flow, which plays a fundamental role in the ergodic theory of translation surfaces, has a nice behavior with respect to $\eta$ : it is basically a random matrix product (involving countably many matrices), except that the products are merely
"quasi-independent". See [6] for an application of this idea to the issue of simplicity of the Lyapunov spectrum.

Let $\left(\nu_{k}\right)_{k}$ be a sequence of $\operatorname{SL}(2, \mathbb{R})$-invariant probability measures converging in the weak* sense to some probability measure $\nu$. It would be tempting to use the techniques of our paper to address the issue of continuity of the Lyapunov exponents in this context. However, it turns out that the difficulties addressed in our paper do not show up, and hence simpler techniques can be applied, as was done in Bonatti, Eskin, and Wilkinson [19]. Indeed, by Theorem 2.3 in Eskin, Mirzakhani, and Mohammadi [37] (see also Theorem 2.6 in [19]), the support of $\nu_{k}$ is contained in $\operatorname{supp} \nu$ for every large $k$. So, in terms of the random matrix models, if there is an invariant subspace for $\eta$ then it is also invariant for the $\eta_{k}$ for large $k$. This allows one to quotient out bad invariant spaces, and establish continuity by the usual Furstenberg-Kifer argument [42].

Quantitative regularity. Another natural question is how much can the regularity of Lyapunov be upgraded from mere continuity. An old result of Ruelle [61] asserts that if all the matrix coefficients are positive then the largest Lyapunov exponent is a real-analytic function of those coefficients. For locally constant cocycles over Markov shifts, Peres [58] has shown that if the Lyapunov exponents are simple then they depend real-analytically on the transition data, assuming the cocycle function itself is fixed.

For parametrized random matrix products satisfying strong irreducibility and the contraction property, Le Page [57] has proved that the largest Lyapunov exponent is a Hölder continuous function of the parameter. This function is even $C^{\infty}$ if the probability distributions are absolutely continuous. In the opposite direction, a construction of Halperin (see Simon and Taylor [62, Appendix 3]) shows that for every $\alpha>0$ one can find random Schrödinger cocycles near which the Lyapunov exponents fail to be $\alpha$-Hölder continuous.

These results have been sharpened by Duarte and Klein, who developed a unified approach to proving generic moduli of continuity of the Lyapunov exponents for different classes of linear cocycles, both random and quasi-periodic, especially in the 2-dimensional case. See [27, 28] and also [26] for an account of their approach and many applications.

Still in the 2-dimensional case, Tal and Viana [63] have shown that Hölder continuity holds at every point where the Lyapunov spectrum is simple. This is an application of estimates obtained from the methods we develop here, namely a uniform bound

$$
\eta(E(r)) \leqslant C r^{\beta}
$$

for the weight of the neighborhood $E(r)$ of the equator relative to stationary measures $\eta$ of nearby random walks. Tal and Viana [63] have also shown that, while Hölder continuity may fail when the two Lyapunov exponents coincide, a weaker log-Hölder modulus of continuity does hold at every point. It would be interesting to extend these results to arbitrary dimension.

Still regarding products of finitely many matrices, one problem that has proved to be very resistent to all techniques so far is whether the dependence of the Lyapunov exponent can be much better than Hölder in some non-trivial region of the parameter space. For instance, let us consider random matrix products of two $\operatorname{SL}(2, \mathbb{R})$-matrices $A_{1}$ and $A_{2}$, with probability weights $p_{1}=p_{2}=1 / 2$. Over the open set $\mathbb{U H}$ of uniformly hyperbolic pairs $\left(A_{1}, A_{2}\right)$, the top Lyapunov exponent is
clearly a real analytic function. Fix $1 \leqslant k<\infty$. Is there a non-empty open subset in the complement of $\mathbb{U H}$ over which the top Lyapunov exponent is $C^{k}$ ?

It is tempting to try to answer (affirmatively) this question by establishing a suitable spectral gap. Unfortunately the current approaches to the spectral gap use algebraic properties of the matrix coefficients, and thus do not apply over any open set, see [22].

## 2. Statement of main result

We state our main result, Theorem B below, of which Theorem A is an easy consequence. Initially, we recall the notion of Lyapunov exponents and

Given any compactly supported probability measure $\nu$ on $G=\operatorname{GL}\left(\mathbb{R}^{d}\right)$, let $\nu^{\mathbb{N}}$ and $\nu^{\mathbb{Z}}$ denote the corresponding Bernoulli measures on $G^{\mathbb{N}}$ and $G^{\mathbb{Z}}$, respectively. Consider the shift maps $\sigma: G^{\mathbb{N}} \rightarrow G^{\mathbb{N}}$ and $\sigma: G^{\mathbb{Z}} \rightarrow G^{\mathbb{Z}}$ given by

$$
\sigma\left(\left(g_{n}\right)_{n}\right)=\left(g_{n+1}\right)_{n}
$$

By the Oseledets multiplicative ergodic theorem (see [65, Theorems 4.1 and 4.2]), there exist $k \in\{1, \ldots, d\}$ and real numbers

$$
\begin{equation*}
\chi_{1}(\nu)>\cdots>\chi_{k}(\nu) \tag{2.1}
\end{equation*}
$$

such that for $\nu^{\mathbb{N}}$-almost every $\mathfrak{g}=\left(g_{0}, \ldots, g_{n}, \ldots\right) \in G^{\mathbb{N}}$ there exists a decreasing family of vector subspaces

$$
\begin{equation*}
\mathbb{R}^{d}=V^{1}(\mathfrak{g})>\cdots>V^{k}(\mathfrak{g})>V^{k+1}(\mathfrak{g})=\{0\} \tag{2.2}
\end{equation*}
$$

and for $\nu^{\mathbb{Z}}$-almost every $\mathfrak{g}_{ \pm}=\left(\ldots, g_{-n}, \ldots, g_{0}, \ldots, g_{n}, \ldots\right) \in G^{\mathbb{Z}}$ there exists a direct sum decomposition

$$
\begin{equation*}
\mathbb{R}^{d}=E^{1}\left(\mathfrak{g}_{ \pm}\right) \oplus \cdots \oplus E^{k}\left(\mathfrak{g}_{ \pm}\right) \tag{2.3}
\end{equation*}
$$

such that, for every $i=1, \ldots, k$,

- $g_{0} V^{i}(\mathfrak{g})=V^{i}(\sigma(\mathfrak{g}))$ and $g_{0} E^{i}\left(\mathfrak{g}_{ \pm}\right)=E^{i}\left(\sigma\left(\mathfrak{g}_{ \pm}\right)\right)$for $\nu$-almost every $g_{0} \in G$;
- $V^{i}(\mathfrak{g})=E^{i}\left(\mathfrak{g}_{ \pm}\right) \oplus V^{i+1}(\mathfrak{g})$ for $\mathfrak{g}=\pi\left(\mathfrak{g}_{ \pm}\right)$, where $\pi: G^{\mathbb{Z}} \rightarrow G^{\mathbb{N}}$ denotes the canonical projection.
- for every non-zero $v_{i} \in V^{i}(\mathfrak{g}) \backslash V^{i+1}(\mathfrak{g})$ and $\nu^{\mathbb{N}}$-almost every $\mathfrak{g} \in G^{\mathbb{N}}$

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} v_{i}\right\|=\chi_{i}(\nu) \tag{2.4}
\end{equation*}
$$

- for every non-zero $v_{i} \in E^{i}\left(\mathfrak{g}_{ \pm}\right)$and $\nu^{\mathbb{Z}}$-almost every $\mathfrak{g}_{ \pm} \in G^{\mathbb{Z}}$

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} v_{i}\right\|=\chi_{i}(\nu)=\lim _{n} \frac{1}{-n} \log \left\|g_{-n}^{-1} \cdots g_{-1}^{-1} v_{i}\right\| \tag{2.5}
\end{equation*}
$$

The maps $\mathfrak{g} \mapsto V^{i}(\mathfrak{g})$ and $\mathfrak{g}_{ \pm} \mapsto E^{i}\left(\mathfrak{g}_{ \pm}\right)$with values in the Grassmannian of $\mathbb{R}^{d}$ are measurable and the dimensions $\operatorname{dim} V^{i}(\mathfrak{g})$ and $\operatorname{dim} E^{i}\left(\mathfrak{g}_{ \pm}\right)$are constant on full measure sets. The number $m_{i}=\operatorname{dim} V^{i}-\operatorname{dim} V^{i+1}=\operatorname{dim} E^{i}$ is called the multiplicity of the Lyapunov exponent $\chi_{i}(\nu)$. Denote by $\lambda_{1}(\nu) \geqslant \cdots \geqslant \lambda_{d}(\nu)$ the Lyapunov exponents counted with multiplicity.

Let $P=\mathbb{P}\left(\mathbb{R}^{d}\right)$. The random walk defined by $\nu$ is described by the pair $\left(F, \nu^{\mathbb{N}}\right)$, where

$$
\begin{equation*}
F: G^{\mathbb{N}} \times P \rightarrow G^{\mathbb{N}} \times P, \quad(\mathfrak{g}, v) \mapsto\left(\sigma(\mathfrak{g}), g_{0} v\right) \tag{2.6}
\end{equation*}
$$

The Lyapunov exponents and the Oseledets filtration may also be obtained from it, as follows. Define

$$
\begin{equation*}
\Phi: G \times P \rightarrow \mathbb{R}, \quad \Phi(g, v)=\log \frac{\|g v\|}{\|v\|} \tag{2.7}
\end{equation*}
$$

(For notational simplicity, we use the same $\operatorname{symbol}(v$, say) to denote both a nonzero vector in $\mathbb{R}^{d}$ and the corresponding element of $P$; analogously, we use the same notation ( $L$, say) for a vector subspace of $\mathbb{R}^{d}$ and the subset of $P$ associated to it.) A result of Ledrappier (see [65, Theorem 6.1]) asserts that:

- Given any $F$-invariant ergodic probability measure $m$ on $G^{\mathbb{N}} \times P$ that projects to $\nu^{\mathbb{N}}$, there exists $j \in\{1, \ldots, k\}$ such that

$$
\begin{equation*}
\int_{G^{\mathbb{N}} \times P} \Phi d m=\chi_{j}(\nu) \text { and } m\left(\left\{(\mathfrak{g}, v): v \in V^{j}(\mathfrak{g}) \backslash V^{j+1}(\mathfrak{g})\right\}\right)=1 \tag{2.8}
\end{equation*}
$$

- Given any $j \in\{1, \ldots, k\}$ there is an ergodic $F$-invariant probability measure $m$ projecting to $\nu^{\mathbb{N}}$ and satisfying (2.8).
Let $\left(A_{1, k}, \ldots, A_{m, k}\right), k \in \mathbb{N}$ be a sequence of $m$-uples of matrices converging to some $\left(A_{1, \infty}, \ldots, A_{m, \infty}\right) \in G^{m}$ and $\left(p_{1, k}, \ldots, p_{m, k}\right), k \in \mathbb{N}$ be a sequence of probability $m$-vectors real numbers converging to some $\left(p_{1, \infty}, \ldots, p_{m, \infty}\right) \in \Delta_{m}$. Let $\nu_{k}$ and $\nu_{\infty}$ be the probability measures in $G$ given by

$$
\begin{equation*}
\nu_{k}=\sum_{i=1}^{m} p_{i, k} \delta_{A_{i, k}} \text { and } \nu_{\infty}=\sum_{i=1}^{m} p_{i, \infty} \delta_{A_{i, \infty}} \tag{2.9}
\end{equation*}
$$

We want to prove that $\lambda_{j}\left(\nu_{k}\right) \rightarrow \lambda_{j}\left(\nu_{\infty}\right)$ when $k \rightarrow \infty$, for every $j=1, \ldots, d$.
In fact, we prove a stronger statement, involving probability measures whose supports need not be finite. Let $\mathcal{P}_{c}(G)$ be the space of compactly supported probability measures on $G$, with the smallest topology $\mathcal{T}$ that contains both:

- $\mathcal{W}=$ the restriction of the weak* topology in the space of probability measures on $G$
- supp* $\mathcal{H}=$ the pull-back under $\nu \mapsto \operatorname{supp} \nu$ of the Hausdorff topology $\mathcal{H}$ in the space of compact subsets of $G$.
This topology $\mathcal{T}$ is metrizable, because both $\mathcal{W}$ and $\mathcal{H}$ are. A sequence $\left(\nu_{k}\right)$ converges to $\nu_{\infty}$ in $\mathcal{P}_{c}(G)$ if and only if
(i) $\left(\nu_{k}\right)_{k} \rightarrow \nu_{\infty}$ in the weak* topology and
(ii) $\left(\operatorname{supp} \nu_{k}\right)_{k} \rightarrow \operatorname{supp} \nu_{\infty}$ in the Hausdorff topology.

That is the case for the measures in (2.9) if $A_{i, k} \rightarrow A_{i, \infty}$ and $p_{i, k} \rightarrow p_{i, \infty}$ for every $i=1, \ldots, m$; here, the assumption that $p_{i, \infty}>0$ is important to ensure continuity of the supports.

Related to this, the example of Kifer [50] shows that part (i) alone is not enough to ensure continuity of the Lyapunov exponents: for our results to hold one cannot omit part (ii) of the definition of the topology.

Remark 2.1. If $\left(\nu_{k}\right)_{k} \rightarrow \nu_{\infty}$ in the weak* topology then, given any $\varepsilon>0$, the support of $\nu_{\infty}$ is contained in the $\varepsilon$-neighborhood of $\operatorname{supp} \nu_{k}$ for all large $k$. Thus, the condition (i) in the definition contains half of the condition (ii). The other half is that, given any $\varepsilon>0$, the support of $\nu_{k}$ is contained in the $\varepsilon$-neighborhood of $\operatorname{supp} \nu_{\infty}$ for all large $k$. This will be used repeatedly.

Also, let us point out that for proving Theorem A it suffices to consider the case $j=1$. That is because of the following construction. Let $E=\mathbb{R}^{d}$ and $1 \leqslant l \leqslant d$. The exterior $l$-power $\Lambda^{l} E$ of $E$ is the vector space of alternating $l$-linear forms $\omega: E^{*} \times \cdots \times E^{*} \rightarrow \mathbb{R}$ on the dual space $E^{*}$. The exterior product of vectors $v_{1}, \ldots, v_{l} \in E$, is the alternating $l$-linear form $v_{1} \wedge \cdots \wedge v_{l}: E^{*} \times \cdots \times E^{*} \rightarrow \mathbb{R}$ defined by

$$
\left(v_{1} \wedge \cdots \wedge v_{l}\right)\left(\phi_{1}, \ldots, \phi_{l}\right)=\sum_{\sigma} \operatorname{sign}(\sigma) \phi_{\sigma(1)}\left(v_{1}\right) \cdots \phi_{\sigma(l)}\left(v_{l}\right)
$$

where the sum is over all permutations of $\{1, \ldots, l\}$. If $\left\{e_{j}: j=1, \ldots, d\right\}$ is a basis of $E$ then $\left\{e_{j_{1}} \wedge \cdots \wedge e_{j_{l}}: 1 \leqslant j_{1}<\cdots<j_{l} \leqslant d\right\}$ is a basis of $\Lambda^{l} E$. So,

$$
\operatorname{dim} \Lambda^{l} E=\binom{d}{l}
$$

Every $g \in G$ induces an invertible linear map $\Lambda^{l} g: \Lambda^{l} E \rightarrow \Lambda^{l} E$, defined by

$$
\Lambda^{l} g(\omega):\left(\phi_{1}, \ldots, \phi_{l}\right) \mapsto \omega\left(\phi_{1} \circ g, \ldots, \phi_{l} \circ g\right)
$$

for $\omega \in \Lambda^{l} E$ and $\phi_{1}, \ldots, \phi_{l} \in E^{*}$. Thus, any measure $\nu$ in $G$ induces a measure $\Lambda^{l} \nu$ in $\mathrm{GL}\left(\Lambda^{l} E\right)$, by push-forward under $g \mapsto \Lambda^{l} g$. Moreover, the maps $\nu \mapsto \Lambda^{l} \nu$ are continuous. One can check (see [65, Proposition 4.17]) that the Lyapunov exponents of the random walk defined by $\Lambda^{l} \nu$, counted with multiplicity, are the sums

$$
\lambda_{i(1)}(\nu)+\cdots+\lambda_{i(l)}(x) \text { with } 1 \leqslant i_{1}<\cdots<i_{l} \leqslant d
$$

In particular,

$$
\lambda_{1}\left(\Lambda^{l} \nu\right)=\lambda_{1}(\nu)+\cdots+\lambda_{l}(\nu)
$$

Thus, proving that $\nu \mapsto \lambda_{1}\left(\Lambda^{l} \nu\right)$ is continuous, for every $1 \leqslant l \leqslant d$, will entail that $\nu \mapsto \lambda_{j}(\nu)$ is continuous, for every $1 \leqslant j \leqslant d$.

In view of these observations, Theorem A will follow immediately from:
Theorem B. The function $\lambda_{1}: \mathcal{P}_{c}(G) \rightarrow \mathbb{R}, \nu \mapsto \lambda_{1}(\nu)$ is continuous, in any dimension $d \geqslant 2$.

The rest of the paper is devoted to proving Theorem B. In Sections 3 and 4 we present a useful large deviations principle for Lyapunov exponents (Theorem 4.1). In Sections 5 and 6 we introduce several useful tools. In Section 7 we reduce the proof of Theorem B to a main technical result, Theorem 7.1. The proof of the latter result is by induction on the dimension $r$ of the equator, as outlined in Section 7. The case $r=1$ is carried out in detail in Sections 8 through 11. The inductive step is dealt with in Sections 12 through 16.

Before stating Theorem 7.1 and outlining its proof, we must introduce several general notions and a number of auxiliary results. On the other hand, the proofs of those results, given in Sections 3 to 6 , are in themselves not used for establishing Theorem 7.1. Thus the reader is encouraged to skip them at first reading, proceeding as directly as possible to Section 7.

## 3. Invariant subspaces

In this section we introduce some background material, due mostly to Furstenberg and Kifer [40, 42]. This also allows us to introduce some notations that will be useful in the following. Proofs and more information can also be found in Chapters 4 through 6 of [65].
3.1. Stationary measures. Fix $\nu \in \mathcal{P}_{c}(G)$. We say that a probability measure $\eta$ on $P$ is $\nu$-stationary if

$$
\int_{P} \psi(x) d \eta(x)=\int_{G \times P} \psi(g y) d \nu(g) d \eta(y)
$$

for every bounded measurable function $\psi: P \rightarrow \mathbb{R}$. In other words, $\eta$ is $\nu$-stationary if and only if $\mathcal{P}_{\nu}^{*} \eta=\eta$, where $\mathcal{P}_{\nu}^{*}$ is the operator defined by

$$
\begin{equation*}
\mathcal{P}_{\nu}^{*} \eta=\int_{G}\left(g_{*} \eta\right) d \nu(g) \tag{3.1}
\end{equation*}
$$

in the space of probability measures. Moreover (see [65, Proposition 5.5]), $\eta$ is $\nu$-stationary if and only if the probability measure $\nu^{\mathbb{N}} \times \eta$ is invariant under the projective cocycle $F: G^{\mathbb{N}} \times P \rightarrow G^{\mathbb{N}} \times P$ defined in (2.6). Stationary measures always exist (see [65, Proposition 5.6]).

We also consider the operator $\mathcal{P}_{\nu}: \mathcal{B}(P) \rightarrow \mathcal{B}(P)$ defined in the space $\mathcal{B}(P)$ of measurable bounded functions $\psi: P \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{P}_{\nu} \psi(v)=\int_{G} \psi(g v) d \nu(g) \tag{3.2}
\end{equation*}
$$

A function $\psi$ is said to be $\nu$-stationary if $\mathcal{P}_{\nu} \psi=\psi$. A $\nu$-stationary measure $\eta$ is ergodic if every $\nu$-stationary function is constant on some full $\eta$-measure set. This happens (see [65, Proposition 5.13]), if and only if the $F$-invariant measure $\nu^{\mathbb{N}} \times \eta$ is ergodic for $F$. The ergodic decomposition theorem (see [65, Theorem 5.14]) asserts that every $\nu$-stationary measure is a convex combination of ergodic $\nu$-stationary measures.

Let $\Phi$ be as in (2.7). Then (see [65, Proposition 6.7]),

$$
\begin{equation*}
\lambda_{1}(\nu)=\max \left\{\int_{G \times P} \Phi d(\nu \times \eta): \eta \text { is a } \nu \text {-stationary measure }\right\} . \tag{3.3}
\end{equation*}
$$

Denote $\alpha(\eta)=\int_{G \times P} \Phi d(\nu \times \eta)$ for each $\nu$-stationary measure $\eta$. The ergodic decomposition theorem implies that the maximum does not change if we restrict to ergodic $\nu$-stationary measures.

We may also view $\Phi$ as a function on $G^{\mathbb{N}} \times P$ that depends only on $g_{0}$ an $v$ :

$$
\Phi(\mathfrak{g}, v)=\log \frac{\left\|g_{0} v\right\|}{\|v\|}
$$

Then

$$
\lim _{n} \frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|}=\lim _{n} \frac{1}{n} \sum_{j=0}^{n-1} \log \frac{\left\|g_{j} g_{j-1} \cdots g_{0} v\right\|}{\left\|g_{j-1} \cdots g_{0} v\right\|}=\lim _{n} \frac{1}{n} \sum_{j=0}^{n-1} \Phi\left(F^{j}(\mathfrak{g}, v)\right)
$$

So, for any ergodic $\nu$-stationary measure $\eta$, we have

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|}=\int_{G \times P} \Phi d(\nu \times \eta) \tag{3.4}
\end{equation*}
$$

$\nu^{\mathbb{N}} \times \eta$-almost everywhere in $G^{\mathbb{N}} \times P$.
Furstenberg and Kifer have shown (see [42, Theorem 2.1]) that if $\alpha(\eta)=\lambda_{1}(\nu)$ for every (ergodic) $\nu$-stationary measure $\eta$ then for every $v \in P$

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|}=\lambda_{1}(\nu) \text { for } \nu^{\mathbb{N}} \text {-almost every } \mathfrak{g} . \tag{3.5}
\end{equation*}
$$

This fact is also contained in Theorem 4.1 below. In the next section we analyze what happens when the hypothesis of (3.5) is not fulfilled.
3.2. The equator. A vector subspace $L$ of $\mathbb{R}^{d}$ is said to be $\nu$-invariant if $g L=L$ for $\nu$-almost every $g$ or, equivalently, for every $g \in \operatorname{supp} \nu$. Observe that if $L$ is a $\nu$-invariant subspace then

$$
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} \mid L\right\|
$$

exists for every $\mathfrak{g}$ in a full $\nu^{\mathbb{N}}$-measure subset of $G^{\mathbb{N}}$ and is constant on this subset. This direct consequence of Kingman's subadditive ergodic theorem (see [65, Theorem 3.3]), together with the fact that the Bernoulli shift ( $\sigma, \nu^{\mathbb{N}}$ ) is ergodic, will be used repeatedly. It is part of the proof of the Oseledets theorem (see [65, Proposition 4.11]) that for $L=\mathbb{R}^{d}$ the limit coincides with the largest Lyapunov $\lambda_{1}(\nu)$.

For any ergodic $\nu$-stationary measure $\eta$, define $L(\eta)$ to be the smallest vector subspace such that $\eta(L(\eta))=1$. Equivalently, $L(\eta)$ is the vector subspace spanned by the support of $\eta$. Then $L(\eta)$ is $\nu$-invariant:

$$
\int_{G \times P} \chi_{L(\eta)}(g v) d \nu(g) d \eta(v)=\int_{P} \chi_{L(\eta)}(v) d \eta(v)=\eta(L)=1
$$

and this implies

$$
\eta\left(g^{-1} L(\eta)\right)=\int_{P} \chi_{L(\eta)}(g v) d \eta(v)=1 \text { for } \nu \text {-almost every } g
$$

So, it follows from the definition that $g^{-1} L(\eta)=L(\eta)$ for $\nu$-almost every $g$.
Since the support of $\eta$ spans $L(\eta)$, it follows from (3.4) that we may find a basis $v_{1}, \ldots, v_{l}$ of $L(\eta)$ and a full $\nu^{\mathbb{N}}$-measure subset of $\mathfrak{g}$ such that

$$
\lim _{n} \frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v_{i}\right\|}{\left\|v_{i}\right\|}=\alpha(\eta) \text { for } i=1, \ldots, l
$$

Then

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} \mid L(\eta)\right\|=\alpha(\eta) \tag{3.6}
\end{equation*}
$$

It also follows that if $\eta$ is such that $\alpha(\eta)<\lambda_{1}(\nu)$ then $L(\eta)$ is a proper subspace.
We call the equator of $\nu$ a maximal $\nu$-invariant subspace $E$ such that

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} \mid E\right\|<\lambda_{1}(\nu) \tag{3.7}
\end{equation*}
$$

Such a subspace is necessarily proper, but it may not exist. It follows from the previous paragraph that the equator does exist if $\alpha(\eta)<\lambda_{1}(\nu)$ for some (ergodic) $\nu$-stationary measure; the converse is also true. Moreover, the equator is unique and contains $L(\eta)$ for every ergodic $\nu$-stationary measure $\eta$ : both claims follow immediately from the observation that if two subspaces satisfy (3.7) then so does their sum.

If the equator does exist, every $g$ in (the group generated by) the support of $\nu$ may be written as

$$
g=\left(\begin{array}{cc}
g^{E} & h  \tag{3.8}\\
0 & g^{\perp}
\end{array}\right) \text { with } g^{E} \in \mathrm{GL}(E) \text { and } g^{\perp} \in \mathrm{GL}\left(E^{\perp}\right)
$$

Let $\nu^{E}$ and $\nu^{\perp}$ be the push-forwards of $\nu$ under the maps $g \mapsto g^{E}$ and $g \mapsto g^{\perp}$. Furstenberg and Kifer [42, Lemma 3.6] observed that

$$
\lambda_{1}(\nu)=\max \left\{\lambda_{1}\left(\nu^{E}\right), \lambda_{1}\left(\nu^{\perp}\right)\right\}
$$

The property (3.7) means that $\lambda_{1}\left(\nu^{E}\right)<\lambda_{1}(\nu)$. Hence, $\lambda_{1}\left(\nu^{\perp}\right)=\lambda_{1}(\nu)$.
Remark 3.1. Any $g \in G$ that preserves $E$ may written in the form (3.8). Then $(g u)^{\perp}=g^{\perp} u^{\perp}$ for every $u$, where $\perp$ denotes the component orthogonal to $E$. Do not mistake this for $g u^{\perp}=h u^{\perp}+g^{\perp} u^{\perp}$. It is equally clear that $\left\|g^{\perp}\right\| \leqslant\|g\|$. These simple facts will be used several times.

Suppose that there exists some ergodic $\nu^{\perp}$-stationary measure $\eta^{\perp}$ such that

$$
\alpha^{\perp}\left(\eta^{\perp}\right)=\int_{G \times P} \Phi d\left(\nu^{\perp} \times \eta^{\perp}\right)
$$

is strictly less than $\lambda_{1}\left(\nu^{\perp}\right)=\lambda_{1}(\nu)$. Then $L\left(\eta^{\perp}\right)$ is a proper $\nu^{\perp}$-invariant subspace of $E^{\perp}$ and, according to (3.6),

$$
\lim _{n} \frac{1}{n} \log \left\|g_{n-1}^{\perp} \cdots g_{0}^{\perp} \mid L\left(\eta^{\perp}\right)\right\|=\alpha^{\perp}\left(\eta^{\perp}\right) .
$$

Then $E^{\prime}=E \oplus L\left(\eta^{\perp}\right)$ is a proper $\nu$-invariant subspace of $\mathbb{R}^{d}$ and it satisfies the equator property (3.7), because

$$
\begin{aligned}
& \lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} \mid E \oplus L\left(\eta^{\perp}\right)\right\| \\
& \quad \leqslant \max \left\{\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0}\left|E\left\|, \lim _{n} \frac{1}{n} \log \right\| g_{n-1} \cdots g_{0}\right| L\left(\eta^{\perp}\right)\right\|\right\}
\end{aligned}
$$

Since $E^{\prime}$ contains $E$ strictly, this contradicts the definition of the equator. This contradiction proves that $\alpha^{\perp}\left(\eta^{\perp}\right)=\lambda_{1}(\nu)$ for every $\nu^{\perp}$-stationary measure $\eta^{\perp}$.

So, by (3.5), for every $v^{\perp} \in \mathbb{P}\left(E^{\perp}\right)$ there exists a full $\nu^{\mathbb{N}}$-measure subset of $\mathfrak{g}$ for which

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \frac{\left\|g_{n-1}^{\perp} \cdots g_{0}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|}=\lambda_{1}(\nu) . \tag{3.9}
\end{equation*}
$$

This also implies (see [65, Proposition 4.14]) that for every $v \in \mathbb{R}^{d} \backslash E$ there exists a full $\nu^{\mathbb{N}}$-measure subset of $\mathfrak{g}$ for which

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} v\right\|=\lim _{n} \frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|}=\lambda_{1}(\nu) . \tag{3.10}
\end{equation*}
$$

The following example shows that the equator need not be any of the subspaces $V^{i}$ in the Oseledets flag (2.2):
Example 3.2. Let $d=3$ and $m=2$ and $\nu=p_{1} \delta_{A_{1}}+p_{2} \delta_{A_{2}}$ where the matrices $A_{1}$ and $A_{2}$ are given by

$$
\begin{aligned}
& A_{1}=\left(\begin{array}{cc}
B & 0 \\
0 & 1
\end{array}\right) \text { with } B=\left(\begin{array}{cc}
\sigma & 0 \\
0 & \sigma^{-1}
\end{array}\right) \text { and } \sigma>1 \\
& A_{2}=\left(\begin{array}{cc}
R_{\theta} B & 0 \\
0 & 1
\end{array}\right) \text { with } R_{\theta}=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right) \text { and } \theta \neq 0 \text { small. }
\end{aligned}
$$

The subspace $E_{3}=\{(0,0)\} \times \mathbb{R}$ is $\nu$-invariant and corresponds to a zero Lyapunov exponent. The only other $\nu$-invariant subspace is $E_{12}=\mathbb{R}^{2} \times\{0\}$. Given any $\varepsilon>0$, the cone

$$
C^{u}=\left\{(x, y, 0) \in \mathbb{R}^{3}:|y| \leqslant \varepsilon|x|\right\} \subset E_{12}
$$

is forward invariant under both $A_{1}$ and $A_{2}$, as long as $\theta$ is close enough to zero. This implies that some Lyapunov exponent is close to $\log \sigma$. Analogously, the cone

$$
C^{s}=\left\{(x, y, 0) \in \mathbb{R}^{3}:|x| \leqslant \varepsilon|y|\right\} \subset E_{12}
$$

is backward invariant under both $A_{1}$ and $A_{2}$, which implies that some Lyapunov exponent is close to $-\log \sigma$. So, the Lyapunov exponents are

$$
\lambda_{1}(\nu) \approx \log \sigma \text { and } \lambda_{2}(\nu)=0 \text { and } \lambda_{3}(\nu) \approx-\log \sigma .
$$

Thus, $E_{3}$ is the equator of $\nu$ and corresponds to the middle eigenvalue $\lambda_{2}(\nu)=0$. Note that both $A_{1}^{\perp}=B$ and $A_{2}^{\perp}=R_{\theta} B$ have determinant 1 .

## 4. Uniform convergence in measure

We need to prove that the limit in (3.9) is uniform in measure with respect to $v \in \mathbb{P}\left(E^{\perp}\right)$. This follows directly from a corresponding fact for the limit in (3.5), that we state precisely as follows:

Theorem 4.1. Assume that $\alpha(\eta)=\lambda_{1}(\nu)$ for every $\nu$-stationary measure $\eta$. Then for any $\varepsilon>0$ there exist constants $C=C(\nu, \varepsilon)>0$ and $c=c(\nu, \varepsilon)>0$ such that for any $v \in P$ and $N \in \mathbb{N}$, there exists a measurable set $\mathcal{E}=\mathcal{E}(\nu, \varepsilon, v, N) \subset G^{\mathbb{N}}$ satisfying:
(1) $\nu^{\mathbb{N}}\left(\mathcal{E}^{c}\right) \leqslant C e^{-c N}$ and
(2) $\frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|} \in\left(\lambda_{1}(\nu)-\varepsilon, \lambda_{1}(\nu)+\varepsilon\right)$ for every $\mathfrak{g} \in \mathcal{E}$ and $n \geqslant N$.

In what follows we prove Theorem 4.1. The proof will not be used in the rest of the paper, so the reader may choose to skip the remainder of this section at first reading.

Recall that $S=\operatorname{supp} \nu$ is taken to be compact. Let $C(S \times P)$ be the Banach space of continuous functions $\psi: S \times P \rightarrow \mathbb{R}$ with the norm $\|\psi\|=\sup |\psi|$. Consider the operator $\mathcal{Q}_{\nu}$ defined on $C(S \times P)$ by

$$
\mathcal{Q}_{\nu} \psi\left(g^{\prime}, v\right)=\int_{S} \psi(g, g v) d \nu(g)
$$

Note that $\mathcal{Q}_{\nu} \psi\left(g^{\prime}, v\right)$ does not depend on $g^{\prime}$. The dual operator $\mathcal{Q}_{\nu}^{*}$ acts in the space of finite signed measures on $S \times P$ by

$$
\int_{S \times P} \psi d \mathcal{Q}_{\nu}^{*} \lambda=\int_{S \times P} \mathcal{Q}_{\nu} \psi d \lambda \text { for every } \psi \in C(S \times P)
$$

A signed measure $\lambda$ is said to be $\mathcal{Q}_{\nu}$-invariant if $\mathcal{Q}_{\nu}^{*} \lambda=\lambda$. Given $\varphi \in C(S \times P)$, denote

$$
\Sigma(\nu, \varphi)=\sup \left\{\int_{S \times P} \varphi d \lambda: \lambda \text { is a } \mathcal{Q}_{\nu} \text {-invariant probability measure }\right\}
$$

Lemma 4.2. Given any non-negative $\varphi \in C(S \times P)$ and any $\varepsilon>0$ there exist $\psi, \xi \in C(S \times P)$ such that $\varphi=\mathcal{Q}_{\nu} \psi-\psi+\xi$ and $\|\xi\| \leqslant \Sigma(\nu, \varphi)+\varepsilon$.

Proof. Let $\mathcal{W} \subset C(S \times P)$ be the subspace of functions of the form $\varphi=\mathcal{Q}_{\nu} \psi-\psi$ for some $\psi \in C(S \times P)$. By Hahn-Banach, given any $\varphi \in C(S \times P)$ there exists a continuous linear functional $L: C(S \times P) \rightarrow \mathbb{R}$ such that $\|L\|=1$ and $L \| \mathcal{W} \equiv 0$ and $L(\varphi)=d(\varphi, \mathcal{W})$. By Riez-Markov, there exists some signed measure $\lambda$ on
$S \times P$ such that $\|\lambda\|=1$ and $L(\psi)=\int_{S \times P} \psi d \lambda$ for every $\psi \in C(S \times P)$. The fact that $L$ vanishes on $W$ ensures that $\mathcal{Q}_{\nu}^{*} \lambda=\lambda$ :

$$
\int_{S \times P}\left(\mathcal{Q}_{\nu} \psi-\psi\right) d \lambda=L\left(\mathcal{Q}_{\nu} \psi-\psi\right)=0 \text { for every } \psi \in C(S \times P)
$$

Let $\lambda=\lambda^{+}-\lambda^{-}$be the Hahn decomposition of $\lambda$. Then $\left\|\lambda^{+}\right\|+\left\|\lambda^{-}\right\|=\|\lambda\|=1$ and $\lambda=\mathcal{Q}_{\nu}^{*} \lambda=\mathcal{Q}_{\nu}^{*} \lambda^{+}-\mathcal{Q}_{\nu}^{*} \lambda^{-}$. Since $\mathcal{Q}_{\nu}^{*} \lambda^{ \pm}$are non-negative measures, the latter implies that $\mathcal{Q}_{\nu}^{*} \lambda^{ \pm} \geqslant \lambda^{ \pm}$. Since $\mathcal{Q}_{\nu} 1=1$ we have

$$
\left\|\mathcal{Q}_{\nu}^{*} \lambda^{ \pm}\right\|=\int_{S \times P} 1 d \mathcal{Q}_{\nu}^{*} \lambda^{ \pm}=\int_{S \times P} \mathcal{Q}_{\nu} 1 d \lambda^{ \pm}=\int_{S \times P} 1 d \lambda^{ \pm}=\left\|\lambda^{ \pm}\right\|
$$

Hence, $\mathcal{Q}_{\nu}^{*} \lambda^{ \pm}=\lambda^{ \pm}$. Let $\lambda_{0}=\lambda^{+} /\left\|\lambda^{+}\right\|$. Then $\mathcal{Q}_{\nu}^{*} \lambda_{0}=\lambda_{0}$ and $\lambda_{0} \geqslant \lambda^{+} \geqslant \lambda$. Since $\varphi$ is assumed to be non-negative, it follows that

$$
\begin{equation*}
\int_{S \times P} \varphi d \lambda_{0} \geqslant \int_{S \times P} \varphi d \lambda=L(\varphi)=d(\varphi, \mathcal{W}) \tag{4.1}
\end{equation*}
$$

Take $\psi \in C(S \times P)$ such that $\left\|\varphi-\left(\mathcal{Q}_{\nu} \psi-\psi\right)\right\| \leqslant d(\varphi, \mathcal{W})+\varepsilon$ and then define $\xi=\varphi-\left(\mathcal{Q}_{\nu} \psi-\psi\right)$. Then, by (4.1),

$$
\|\xi\| \leqslant d(\varphi, W)+\varepsilon \leqslant \int_{S \times P} \varphi d \lambda_{0}+\varepsilon
$$

and this implies that $\|\xi\| \leqslant \Sigma(\nu, \varphi)+\varepsilon$.
For $n \geqslant 0$, let $\mathcal{B}_{n}$ be the $\sigma$-algebra of $S^{\mathbb{N}}$ generated by the family of cylinders $\left[0 ; A_{0}, \ldots, A_{n}\right]$, where the $A_{j}$ are measurable subsets of $S$. For a measurable function $X: S^{\mathbb{N}} \rightarrow \mathbb{R}$, let $\mathbb{E}(X)=\int_{G^{\mathbb{N}}} X d \nu^{\mathbb{N}}$ and $\mathbb{E}\left(X \mid \mathcal{B}_{n}\right)$ denote the expectation of $X$ conditioned to $\mathcal{B}_{n}$, that is, the (essentially unique) $\mathcal{B}_{n}$-measurable function such that

$$
\int_{G^{\mathbb{N}}} \mathbb{E}\left(X \mid \mathcal{B}_{n}\right) d \nu^{\mathbb{N}}=\int_{G^{\mathbb{N}}} X d \nu^{\mathbb{N}}
$$

The next lemma is a particular instance of the Azuma-Hoeffding inequality (Azuma [11], Hoeffding [48]) for sums of bounded random variables:

Lemma 4.3. Let $Y_{n}: G^{\mathbb{N}} \rightarrow \mathbb{R}, n \in \mathbb{N}$ be such that $A=\sup _{n}\left\|Y_{n}\right\|$ is finite and

$$
\begin{equation*}
\mathbb{E}\left(Y_{i_{1}} \cdots Y_{i_{k}}\right)=0 \text { for every } 1 \leqslant i_{1}<\cdots<i_{k} \tag{4.2}
\end{equation*}
$$

Then, for any $s>0$ and $n \in \mathbb{N}$,

$$
\nu^{\mathbb{N}}\left(\left\{\mathfrak{g}:\left|Y_{1}+\cdots+Y_{n}\right|(\mathfrak{g}) \geqslant s\right\}\right) \leqslant 2 \exp \left(-\frac{s^{2}}{2 n A^{2}}\right)
$$

Proof. Since the exponential function is convex,

$$
e^{a x}=\exp \left(a\left(\frac{1+x}{2}\right)-a\left(\frac{1-x}{2}\right)\right) \leqslant \frac{1+x}{2} e^{a}+\frac{1-x}{2} e^{-a}=\cosh a+x \sinh a
$$

for every $x \in[-1,1]$ and $a \in \mathbb{R}$. Taking $x=Y_{i} /\left\|Y_{i}\right\|$ and $a=t\left\|Y_{i}\right\|$, we get that

$$
e^{t Y_{i}} \leqslant \cosh \left(t\left\|Y_{i}\right\|\right)+\frac{Y_{i}}{\left\|Y_{i}\right\|} \sinh \left(t\left\|Y_{i}\right\|\right)
$$

for any $t \in \mathbb{R}$. The hypothesis (4.2) implies that

$$
\mathbb{E}\left(\prod_{i=1}^{n}\left(a_{i}+b_{i} Y_{i}\right)\right)=\prod_{i=1}^{n} a_{i}
$$

for any real numbers $a_{1}, \ldots, a_{n}$ and $b_{1}, \ldots, b_{n}$. Hence,

$$
\mathbb{E}\left(e^{t \sum_{i=1}^{n} Y_{i}}\right) \leqslant \mathbb{E}\left(\prod_{i=1}^{n} \cosh \left(t\left\|Y_{i}\right\|\right)+\frac{Y_{i}}{\left\|Y_{i}\right\|} \sinh \left(t\left\|Y_{i}\right\|\right)\right)=\prod_{i=1}^{n} \cosh \left(t\left\|Y_{i}\right\|\right)
$$

Using the fact that, for every $x \in \mathbb{R}$,

$$
\cosh x=\sum_{k=0}^{\infty} \frac{x^{2 k}}{(2 k)!} \leqslant \sum_{k=0}^{\infty} \frac{x^{2 k}}{2^{k} k!}=e^{x^{2} / 2}
$$

we conclude that

$$
\mathbb{E}\left(e^{t \sum_{i=1}^{n} Y_{i}}\right) \leqslant \prod_{i=1}^{n} \exp \left(\frac{t^{2}}{2}\left\|Y_{i}\right\|^{2}\right)=\exp \left(\frac{t^{2}}{2} \sum_{i=1}^{n}\left\|Y_{i}\right\|^{2}\right)
$$

for any $t \in \mathbb{R}$. Then, by the Chebyshev inequality,

$$
\begin{aligned}
\nu^{\mathbb{N}}\left(\left\{\mathfrak{g}: \sum_{j=1}^{n} Y_{j}(\mathfrak{g}) \geqslant s\right\}\right) & =\nu^{\mathbb{N}}\left(\left\{\mathfrak{g}: e^{t \sum_{j=1}^{n} Y_{j}(\mathfrak{g})} \geqslant e^{t s}\right\}\right) \\
& \leqslant e^{-t s} \mathbb{E}\left(e^{t \sum_{i=1}^{n} Y_{j}}\right) \leqslant \exp \left(-t s+\frac{t^{2}}{2} \sum_{i=1}^{n}\left\|Y_{i}\right\|^{2}\right)
\end{aligned}
$$

for any $t \in \mathbb{R}$. Taking $t=s / \sum_{i=1}^{n}\left\|Y_{i}\right\|^{2}$, we conclude that

$$
\nu^{\mathbb{N}}\left(\left\{\mathfrak{g}: \sum_{i=1}^{n} Y_{j}(\mathfrak{g}) \geqslant s\right\}\right) \leqslant \exp \left(-\frac{s^{2}}{2 \sum_{i=1}^{n}\left\|Y_{i}\right\|^{2}}\right) \leqslant \exp \left(-\frac{s^{2}}{2 n A^{2}}\right)
$$

Analogously, replacing each $Y_{j}$ with $-Y_{j}$,

$$
\nu^{\mathbb{N}}\left(\left\{\mathfrak{g}: \sum_{i=1}^{n} Y_{j}(\mathfrak{g}) \leqslant-s\right\}\right) \leqslant \exp \left(-\frac{s^{2}}{2 n A^{2}}\right)
$$

Adding these two inequalities, we get the conclusion of the lemma.
Lemma 4.4. For any $\psi \in C(S \times P)$ and $\varepsilon>0$ there exist $C_{1}=C_{1}(\psi, \varepsilon)>0$ and $c_{1}=c_{1}(\psi, \varepsilon)>0$ such that for any $v \in \mathbb{R}^{d}$ and $N \in \mathbb{N}$ there exists a measurable set $\mathcal{E}_{1}=\mathcal{E}_{1}(\nu, \psi, \varepsilon, v, N)$ satisfying:
(1) $\nu^{\mathbb{N}}\left(\mathcal{E}_{1}^{c}\right) \leqslant C_{1} e^{-c_{1} N}$ and
(2) $\frac{1}{n} \sum_{j=0}^{n-1} \mathcal{Q}_{\nu} \psi\left(g_{j-1}, g_{j-1} \cdots g_{0} v\right)-\psi\left(g_{j}, g_{j} \cdots g_{0} v\right) \in(-\varepsilon, \varepsilon)$ for any $\mathfrak{g} \in \mathcal{E}_{1}$ and $n \geqslant N$.

Proof. We may suppose that $\|\psi\|>0$ for otherwise the statement is trivial. Given $v \in \mathbb{R}^{d}$ and $n \in \mathbb{N}$, define

$$
Y_{n}(\mathfrak{g})=\mathcal{Q}_{\nu} \psi\left(g_{n-1}, g_{n-1} \cdots g_{0} v\right)-\psi\left(g_{n}, g_{n} \cdots g_{0} v\right)
$$

Clearly, $\left\|Y_{n}\right\| \leqslant 2\|\psi\|$. Moreover, $Y_{n}$ is $\mathcal{B}_{n}$-measurable and, by the definition of $\mathcal{Q}_{\nu}$,

$$
\mathbb{E}\left(Y_{n} \mid \mathcal{B}_{n-1}\right)=\mathcal{Q}_{\nu} \psi\left(g_{n-1}, g_{n-1} \cdots g_{0} v\right)-\int_{G} \psi\left(g, g g_{n-1} \cdots g_{0} v\right) d \nu(g) \equiv 0
$$

Thus, given any $k$-uple $\left(i_{1}, \ldots, i_{k-1}, i_{k}\right)$ with $i_{k}>i_{j}$ for every $j=1, \ldots, k-1$,

$$
\mathbb{E}\left(Y_{i_{1}} \cdots Y_{i_{k-1}} Y_{i_{k}}\right)=\mathbb{E}\left(Y_{i_{1}} \cdots Y_{i_{k-1}} \mathbb{E}\left(Y_{i_{k}} \mid B_{i_{k}-1}\right)\right)=0
$$

So, $\left(Y_{n}\right)_{n}$ satisfies the hypotheses of Lemma 4.4. Thus,

$$
\nu^{\mathbb{N}}\left(\left\{\mathfrak{g} \in G^{n}: \frac{1}{n}\left|Y_{0}(\mathfrak{g})+\cdots+Y_{n-1}(\mathfrak{g})\right| \geqslant \varepsilon\right\}\right) \leqslant 2 \exp \left(-\frac{n \varepsilon^{2}}{8\|\psi\|^{2}}\right)
$$

for every $\varepsilon>0$ and every $n \in \mathbb{N}$. The conclusion follows by letting $\mathcal{E}_{1}$ be the set of all $\mathfrak{g}$ such that the claim in part (2) holds for every $n \geqslant N$ and taking $c_{1}=\varepsilon^{2} /\left(8\|\psi\|^{2}\right)$ and $C_{1}=2 \sum_{j=0}^{\infty} e^{-c j}$.

Lemma 4.5. For every $\varphi \in C(S \times P)$ and $\varepsilon>0$ there exist $C_{2}=C_{2}(\nu, \varphi, \varepsilon)>0$ and $c_{2}=c_{2}(\nu, \varphi, \varepsilon)>0$ such that, for every $v \in P$ and $N \in \mathbb{N}$ there exists $a$ measurable set $\mathcal{E}_{2}=\mathcal{E}_{2}(\nu, \varphi, \varepsilon, v, N) \subset G^{\mathbb{N}}$ satisfying:
(1) $\nu^{\mathbb{N}}\left(\mathcal{E}_{2}^{c}\right) \leqslant C_{2} e^{-c_{2} N}$ and
(2) $\frac{1}{n} \sum_{j=0}^{n-1} \varphi\left(g_{j}, g_{j} \ldots g_{0} v\right)<\Sigma(\nu, \varphi)+\varepsilon$ for every $\mathfrak{g} \in \mathcal{E}_{2}$ and $n \geqslant N$.

Proof. Neither the hypothesis nor the conclusion are affected if one replaces $\varphi$ with $\varphi+$ const (clearly, $\Sigma_{\varphi+\text { const }}=\Sigma(\nu, \varphi)+$ const). Thus, it is no restriction to suppose that $\varphi$ is non-negative. Then, by Lemma 4.2 , for any $\varepsilon>0$ we may find $\psi, \xi \in C(S \times P)$ such that $\varphi=\mathcal{Q}_{\nu} \psi-\psi+\xi$ and $\|\xi\|<\Sigma(\nu, \varphi)+\varepsilon / 4$. Then

$$
\begin{aligned}
\frac{1}{n} \sum_{j=0}^{n-1} \varphi\left(g_{j}, g_{j} \ldots g_{0} v\right) & =\frac{1}{n} \sum_{j=1}^{n} \mathcal{Q}_{\nu} \psi\left(g_{j-1}, g_{j-1} \ldots g_{0} v\right)-\psi\left(g_{j}, g_{j} \ldots g_{0} v\right) \\
& +\frac{1}{n} \sum_{j=0}^{n-1} \xi\left(g_{j}, g_{j} \ldots g_{0} v\right)+\frac{1}{n} \psi\left(g_{n}, g_{n} \cdots g_{0} v\right)-\frac{1}{n} \psi\left(g_{0}, g_{0} v\right)
\end{aligned}
$$

Let $C_{1}, c_{1}$ and $\mathcal{E}_{1}$ be as in Lemma 4.3 , with $\varepsilon$ replaced with $\varepsilon / 4$. The first term in the previous sum is less than $\varepsilon / 4$ for every $\mathfrak{g} \in \mathcal{E}_{1}$. The second term is bounded above by $\|\xi\|<\Sigma(\nu, \varphi)+\varepsilon / 4$. Let $L=[\|\psi\| /(4 \varepsilon)]$. The third and fourth terms are less than $\varepsilon / 4$ if $n>L$. Thus, for every $\mathfrak{g} \in \mathcal{E}_{1}$ and $n \geqslant N>L$,

$$
\frac{1}{n} \sum_{j=0}^{n-1} \varphi\left(g_{j}, g_{j} \ldots g_{0} v\right)<\Sigma(\nu, \varphi)+\varepsilon
$$

Take $c_{2}=c_{1}$ and $C_{2}=\max \left\{C_{1}, e^{c_{2} L}\right\}$. Define $\mathcal{E}_{2}=\mathcal{E}_{1}$ if $N>L$ and $\mathcal{E}_{2}=G^{\mathbb{N}}$ otherwise.

Corollary 4.6. Let $\varphi \in C(S \times P)$ be such that $\int_{S \times P} \varphi d \lambda=\Sigma(\nu, \varphi)$ for every $\mathcal{Q}_{\nu}$-invariant probability measure $\lambda$. For $\varepsilon>0$ there exist $C_{3}=C_{3}(\nu, \varphi, \varepsilon)>0$ and $c_{3}=c_{3}(\nu, \varphi, \varepsilon)>0$ such that, for every $v \in P$ and $N \in \mathbb{N}$ there exists a measurable set $\mathcal{E}_{3}=\mathcal{E}_{3}(\nu, \varphi, \varepsilon, v, N) \subset G^{\mathbb{N}}$ satisfying:
(1) $\nu^{\mathbb{N}}\left(\mathcal{E}_{3}^{c}\right) \leqslant C_{3} e^{-c_{2} N}$ and
(2) $\frac{1}{n} \sum_{j=0}^{n-1} \varphi\left(g_{j}, g_{j} \ldots g_{0} v\right) \in(\Sigma(\nu, \varphi)-\varepsilon, \Sigma(\nu, \varphi)+\varepsilon)$ for $\mathfrak{g} \in \mathcal{E}_{3}$ and $n \geqslant N$.

Proof. The assumption implies that $\Sigma(\nu,-\varphi)=-\Sigma(\nu, \varphi)$. So, applying Lemma 4.5 also to the function $-\varphi$ we get $C_{2}(-\varphi, \varepsilon)$ and $c_{2}(-\varphi, \varepsilon)$ and $\mathcal{E}_{2}(-\varphi, \varepsilon, v, N)$ such that

$$
\frac{1}{n} \sum_{j=0}^{n-1} \varphi\left(g_{j}, g_{j} \ldots g_{0} v\right)>\Sigma(\nu, \varphi)-\varepsilon
$$

for any $\mathfrak{g} \in \mathcal{E}_{2}(-\varphi, \varepsilon, v, N)$ and $n \geqslant N$. To conclude, take $C_{3}$ to be the sum of $C_{2}(\nu, \pm \varphi, \varepsilon)$ and $c_{3}$ to be the minimum of $c_{2}(\nu, \pm \varphi, \varepsilon)$ and $\mathcal{E}_{3}$ to be the intersection of $\mathcal{E}_{2}(\nu, \pm \varphi, \varepsilon, v, N)$.

We also need to interpret $\Sigma(\nu, \varphi)$ in terms of the $\nu$-stationary measures. That is the purpose of the next lemma:
Lemma 4.7. Let $\iota: S \times P \rightarrow S \times P, \iota(g, v)=(g, g v)$. Then $\eta \mapsto \iota_{*}(\nu \times \eta)$ maps the set of $\nu$-stationary measures bijectively to the set of $\mathcal{Q}_{\nu}$-invariant probability measures. Its inverse is the push-forward $\pi_{*}$ of the canonical projection $\pi: S \times P \rightarrow$ $P$.

Proof. Given any probability measure $\lambda$ with $\mathcal{Q}_{\nu}^{*} \lambda=\lambda$, let $\eta$ be its projection to $P$. For any bounded measurable function $\varphi: S \times P \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& \int_{S \times P} \varphi\left(g^{\prime}, v\right) d \lambda\left(g^{\prime}, v\right)=\int_{S \times P} \mathcal{Q}_{\nu} \varphi\left(g^{\prime}, v\right) d \lambda\left(g^{\prime}, v\right) \\
&=\int_{S \times S \times P} \varphi(g, g v) d \nu(g) d \lambda\left(g^{\prime}, v\right)=\int_{S \times P} \varphi(g, g v) d \nu(g) d \eta(v)
\end{aligned}
$$

(because the integrand does not depend on $g^{\prime}$ ). Moreover, the special case when $\varphi$ does not depend on $g$ means that

$$
\begin{aligned}
\int_{P} \phi(v) d \eta(v) & =\int_{S \times P} \phi(v) d \lambda\left(g^{\prime}, v\right)=\int_{S \times P} \mathcal{Q}_{\nu} \phi\left(g^{\prime}, v\right) d \lambda\left(g^{\prime}, v\right) \\
& =\int_{S \times S \times P} \phi(g v) d \nu(g) d \lambda\left(g^{\prime}, v\right)=\int_{S \times P} \phi(g v) d \nu(g) d \eta(v)
\end{aligned}
$$

for any bounded measurable function $\phi: P \rightarrow \mathbb{R}$. In other words, $\eta$ is $\nu$-stationary.
Conversely, given any $\nu$-stationary measure $\eta$, define $\lambda$ on $S \times P$ by

$$
\int_{S \times P} \varphi\left(g^{\prime}, v\right) d \lambda\left(g^{\prime}, v\right)=\int_{S \times P} \varphi(g, g v) d \nu(g) d \eta(v)
$$

for any bounded measurable function $\varphi: S \times P \rightarrow \mathbb{R}$. Then

$$
\begin{aligned}
\int_{S \times P} \mathcal{Q}_{\nu} \varphi\left(g^{\prime}, v\right) d \lambda\left(g^{\prime}, v\right) & =\int_{S \times P} \mathcal{Q}_{\nu} \varphi\left(g^{\prime}, g^{\prime} v\right) d \nu\left(g^{\prime}\right) d \eta(v) \\
& =\int_{S \times S \times P} \varphi\left(g, g g^{\prime} v\right) d \nu(g) d \nu\left(g^{\prime}\right) d \eta(v)
\end{aligned}
$$

Since $\eta$ is $\nu$-stationary, the right-hand side may be rewritten as

$$
\int_{S \times P} \varphi(g, g v) d \nu(g) d \eta(v)=\int_{S \times P} \varphi(g, v) d \lambda(g, v)
$$

Combining these two identities, one sees that $\mathcal{Q}_{\nu}^{*} \lambda=\lambda$.
Proof of Theorem 4.1. Consider $\varphi=\Phi \circ \iota^{-1}$, that is,

$$
\varphi: S \times P \rightarrow \mathbb{R}, \quad \varphi(g, v)=\log \frac{\|v\|}{\left\|g^{-1} v\right\|}
$$

Lemma 4.7 implies that

$$
\begin{aligned}
\Sigma(\nu, \varphi) & =\sup \left\{\int_{S \times P} \varphi d \lambda: \mathcal{Q}_{\nu}^{*} \lambda=\lambda\right\} \\
& =\sup \left\{\int_{S \times P} \Phi d(\nu \times \eta): \eta \text { is a } \nu \text {-stationary measure }\right\}=\lambda_{1}(\nu)
\end{aligned}
$$

and the hypothesis of Corollary 4.6 corresponds precisely to the hypothesis of Theorem 4.1. Take $C=C_{3}(\nu, \varphi, \varepsilon)$ and $c=c_{3}(\nu, \varphi, \varepsilon)$ and $\mathcal{E}=\mathcal{E}_{3}(\nu, \varphi, \varepsilon, v, N)$. Then $\nu^{\mathbb{N}}\left(\mathcal{E}^{c}\right) \leqslant C e^{-c n}$ and for any $\mathfrak{g} \in \mathcal{E}$,

$$
\begin{aligned}
\frac{1}{n} \log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|} & =\frac{1}{n} \sum_{j=0}^{n-1} \Phi\left(g_{j}, g_{j-1} \cdots g_{0} v\right)
\end{aligned}=\frac{1}{n} \sum_{j=0}^{n-1} \varphi\left(g_{j}, g_{j} g_{j-1} \cdots g_{0} v\right) ~ 子 \begin{aligned}
& \\
&
\end{aligned}
$$

This completes the proof of the theorem.

## Part II. Preliminaries and outline of the proof

## 5. The equator is a repeller

Let $\left(\nu_{k}\right)_{k}$ be a sequence converging to some $\nu_{\infty}$ in the space $\mathcal{P}_{c}(G)$. By (3.3), for every $k$ there exists a $\nu_{k}$-stationary measure $\eta_{k}$ on $P$ such that

$$
\lambda_{1}\left(\nu_{k}\right)=\int_{G \times P} \Phi d\left(\nu_{k} \times \eta_{k}\right)
$$

Since the space of probability measures on $P$ is weak*-compact, to prove that $\left(\lambda_{1}\left(\nu_{k}\right)\right)$ converges to $\lambda_{1}\left(\nu_{\infty}\right)$ it is no restriction to suppose that the sequence $\left(\eta_{k}\right)_{k}$ converges to some probability measure $\eta_{\infty}$. Then

$$
\lambda_{1}\left(\nu_{k}\right) \rightarrow \int_{G \times P} \Phi d\left(\nu_{\infty} \times \eta_{\infty}\right) \text { when } k \rightarrow \infty
$$

The measure $\eta_{\infty}$ is necessarily $\nu_{\infty}$-stationary (see [65, Proposition 5.9]).
Now there are two alternatives. If $\int_{G \times P} \Phi d\left(\nu_{\infty} \times \eta_{\infty}\right)=\lambda_{1}\left(\nu_{\infty}\right)$ then

$$
\lambda_{1}\left(\nu_{k}\right) \rightarrow \lambda_{1}\left(\nu_{\infty}\right),
$$

as we wanted to prove. Otherwise, we are in the setting of Section 4: there is a proper subspace $E$ of $\mathbb{R}^{d}$ such that
(i) $E$ is $\nu_{\infty}$-invariant and

$$
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} \mid E\right\|<\lambda_{1}\left(\nu_{\infty}\right)
$$

(ii) For any $\varepsilon>0$ and $\delta>0$ there exists $N=N\left(\nu_{\infty}, \varepsilon, \delta\right) \in \mathbb{N}$ and for every $v^{\perp} \in \mathbb{P}\left(E^{\perp}\right)$ there exists $\mathcal{E}=\mathcal{E}\left(\nu_{\infty}, \varepsilon, \delta, v^{\perp}\right)$ such that $\nu_{\infty}^{\mathbb{N}}\left(\mathcal{E}^{c}\right)<\delta$ and

$$
\frac{1}{n} \log \frac{\left\|g_{n-1}^{\perp} \cdots g_{0}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|} \in\left(\lambda_{1}\left(\nu_{\infty}\right)-\varepsilon, \lambda_{1}\left(\nu_{\infty}\right)+\varepsilon\right)
$$

for any $\mathfrak{g} \in \mathcal{E}$ and $n \geqslant N$.
(iii) $\eta_{\infty}(E)>0$.

We are going to see that the properties (i) - (iii) are incompatible with the fact that $\eta_{\infty}$ is the limit of stationary measures for nearby random walks. Indeed, if $E$ satisfies (i) and (ii) then it is a kind of repeller for the random walk on $P$ associated to $\nu_{\infty}$ (the precise statements are in Section 5.2). As we are going to see, that implies that the $\eta_{k}$-measure of any neighborhood of $E$ is small when $k$ is large, so that the limit $\eta_{\infty}$ cannot satisfy (iii); the proof will use some general tools that we introduce in Sections 6.1 through 6.4. Hence the second alternative above cannot actually occur, and thus Theorem B will follow.
5.1. Generic measures. Actually, it suffices to carry these arguments in a special case, as we are going to explain. For each $1 \leqslant r \leqslant d$, let $\operatorname{Gr}(r, d)$ be the Grassmannian manifold of $r$-dimensional subspaces of $\mathbb{R}^{d}$. Moreover, let $\mathcal{F}(r, d)$ be the space of flags

$$
F_{1} \subset F_{2} \subset \cdots \subset F_{r-1} \subset F_{r} \subset \mathbb{R}^{d}
$$

where each $F_{i}$ has dimension $i$. Note that $\operatorname{Gr}(1, d)=\mathcal{F}(1, d)$ coincides with the projective space $P$.

The natural action of $G$ on the projective space extends to group actions on every $\operatorname{Gr}(r, d)$ and $\mathcal{F}(r, d)$. Thus, in particular, to each probability measure $\nu$ on $G$ we may associate operators $\mathcal{P}_{\nu}$ and $\mathcal{P}_{\nu}^{*}$ acting, respectively, on bounded measurable functions and on measures of $\operatorname{Gr}(r, d)$ or $\mathcal{F}(r, d)$, just as we did for $P$ in (3.1) and (3.2):

$$
\begin{equation*}
\mathcal{P}_{\nu} \psi(v)=\int_{G} \psi(g v) d \nu(g) \text { and } \mathcal{P}_{\nu}^{*} \eta=\int_{G}\left(g_{*} \eta\right) d \nu(g) \tag{5.1}
\end{equation*}
$$

We continue to say that a function $\psi$ is $\nu$-stationary if $\mathcal{P}_{\nu} \psi=\psi$ and a probability measure $\zeta$ is $\nu$-stationary if $\mathcal{P}_{\nu}^{*} \zeta=\zeta$.

A subset of an algebraic variety $X$ is Zariski-dense if it is not contained in any proper algebraic subvariety of $X$. The cases we are interested in are $X=\operatorname{Gr}(r, d)$, $\mathcal{F}(r, d)$, or $G$. We call a measure $\eta$ on the algebraic variety generic if $\eta(M)=0$ for any proper algebraic subvariety $M$. Then, in particular, $\eta$ is non-atomic, meaning that $\eta(\{p\})=0$ for every point $p$ in the domain.

Remark 5.1. The restrictions $\eta \mid U$ of generic measures are generic, and so are the products $\eta_{1} \times \eta_{2}$ of generic measures. Moreover, if $\left\{\eta_{t}: t \in T\right\}$ is a family of generic measures, and $\xi$ is a measure on $T$ then $\eta=\int_{T} \eta_{t} d \xi(t)$ is a generic measure. In particular, the generic measures form a vector subspace.

Proposition 5.2. Let $X=\operatorname{Gr}(r, d)$ or $X=\mathcal{F}(r, d)$. If $\nu$ is a probability measure whose support is Zariski-dense in $G$ then $\nu$ admits a unique stationary measure $\eta$ on $X$, and this measure is generic.

Proof. Lemmas 4.2 and 4.5 in Gol'dsheid, Margulis [45].
Proposition 5.3. Every $\nu \in \mathcal{P}_{c}(G)$ is approximated by generic probability measures whose supports are Zariski-dense.

Proof. For each $j \in \mathbb{N}$, let $\xi_{j} \in \mathcal{P}_{c}(G)$ be the normalized restriction of the Haar measure of $G$ to the ball of radius $1 / j$ around the identity $I$ relative to some leftinvariant distance on $G$. It is clear that $\operatorname{supp} \xi_{j}$ coincides with that ball, and $\xi_{j}$ vanishes on any proper subvariety of $G$. Moreover, $\left(\xi_{j}\right)_{j}$ converges to the Dirac mass $\delta_{I}$ in the topology of $\mathcal{P}_{c}(G)$. For each $j \in \mathbb{N}$, let $\nu_{j}=\nu * \xi_{j}$ be the probability measure on $G$ such that, for any limited function $\phi: G \rightarrow \mathbb{R}$,

$$
\int_{G} \phi d \nu_{j}=\int_{G} \phi(g h) d \nu(g) d \xi_{j}(h)
$$

The assumption on $\xi_{j}$ ensures that $\nu_{j}$ is generic. Moreover, $\left(\nu_{j}\right)_{j}$ converges to $\nu$ in the weak* topology. Furthermore, $\operatorname{supp} \nu_{j}$ coincides with the $(1 / j)$-neighborhood of the support of $\nu$, and so $\left(\operatorname{supp} \nu_{j}\right)_{j} \rightarrow \operatorname{supp} \nu$ in the Hausdorff topology. This proves that $\left(\nu_{j}\right)_{j} \rightarrow \nu$ in $\mathcal{P}_{c}(G)$. The fact that $\operatorname{supp} \nu_{j}$ has non-empty interior implies that it is Zariski-dense, for every $j \in \mathbb{N}$.

Corollary 5.4. Suppose that $\left(\lambda_{1}\left(\nu_{k}^{\prime}\right)\right)_{k} \rightarrow \lambda_{1}\left(\nu_{\infty}\right)$ for any sequence $\left(\nu_{k}^{\prime}\right)_{k}$ converging to $\nu_{\infty}$ in $\mathcal{P}_{c}(G)$ such that $\nu_{k}^{\prime}$ is generic and supp $\nu_{k}^{\prime}$ is Zariski-dense in $G$ for every $k$. Then $\left(\lambda_{1}\left(\nu_{k}\right)\right)_{k} \rightarrow \lambda_{1}\left(\nu_{\infty}\right)$ for every sequence $\left(\nu_{k}\right)_{k}$ converging to $\nu_{\infty}$ in $\mathcal{P}_{c}(G)$.
Proof. Let $\left(\nu_{k}\right)_{k}$ be any sequence converging to $\nu_{\infty}$ in $\mathcal{P}_{c}(G)$, and $d$ be any distance generating the topology of $\mathcal{P}_{c}(G)$. By Proposition 5.3, for each $k$ we may find a generic probability measure $\nu_{k}^{\prime}$ arbitrarily close to $\nu_{k}$ and whose support is Zariski-dense. Take $\nu_{k}^{\prime}$ such that $d\left(\nu_{k}, \nu_{k}^{\prime}\right)<1 / k$. Using the well-known fact that the function $\zeta \mapsto \lambda_{1}(\zeta)$ is upper semi-continuous (this is a consequence of (3.3) below), we may also suppose that $\lambda_{1}\left(\nu_{k}^{\prime}\right) \leqslant \lambda_{1}\left(\nu_{k}\right)+1 / k$. Then $\left(\nu_{k}^{\prime}\right)_{k} \rightarrow \nu_{\infty}$ and so $\lim _{k} \lambda_{1}\left(\nu_{k}^{\prime}\right)=\lambda_{1}\left(\nu_{\infty}\right)$. Moreover,

$$
\underset{k}{\liminf } \lambda_{1}\left(\nu_{k}\right) \geqslant \lim _{k} \lambda_{1}\left(\nu_{k}^{\prime}\right)=\lambda_{1}\left(\nu_{\infty}\right) .
$$

Using semi-continuity once more, this implies $\lim _{k} \lambda_{1}\left(\nu_{k}\right)=\lambda_{1}\left(\nu_{\infty}\right)$.
Thus, to prove Theorem B it suffices to consider sequences $\left(\nu_{k}\right)_{k} \rightarrow \nu_{\infty}$ of generic measures such that every $\operatorname{supp} \nu_{k}$ is Zariski-dense in $G$. We do so in all that follows. Then, by Proposition 5.2, the $\nu_{k}$-stationary measure $\eta_{k}$ is unique and generic.
5.2. Repelling behavior. Given any subspace $W \subset \mathbb{R}^{d}$, let $\Pi_{W}: \mathbb{R}^{d} \rightarrow W^{\perp}$ be the orthogonal projection along $W$. When $W$ is 1-dimensional we also write $\Pi_{W}=\Pi_{w}$ for any non-zero vector $w \in W$.

For any $g \in G$ and $v \in P$, let $D g_{v}: T_{v} P \rightarrow T_{g v} P$ denote the derivative of $g: G \rightarrow G$ at the point $v \in P$. The tangent space $T_{v} P$ is naturally identified with the orthogonal space $\{v\}^{\perp}$. Then

$$
\begin{equation*}
D g_{v} \dot{v}=\Pi_{g v} g \dot{v} \frac{\|v\|}{\|g v\|} \tag{5.2}
\end{equation*}
$$

For $v \in E$, let

$$
\begin{equation*}
D g_{v}^{\perp}=\Pi_{E} \circ D g_{v} \mid E^{\perp}: E^{\perp} \rightarrow E^{\perp}, \quad D g_{v}^{\perp} v^{\perp}=g^{\perp} v^{\perp} \frac{\|v\|}{\|g v\|} \tag{5.3}
\end{equation*}
$$

For $n \in \mathbb{N}$ and any probability measure $\nu$ on $G$, let $\nu^{(n)}$ denote the $n$-convolution, that is, the push-forward of $\nu^{\mathbb{N}}$ under the map $G^{\mathbb{N}} \rightarrow G$ defined by $\mathfrak{g} \mapsto g_{n-1} \cdots g_{0}$ :

$$
\begin{equation*}
\nu^{(n)}=\nu^{\mathbb{N}}\left(\left\{\mathfrak{g} \in G^{\mathbb{N}}: g_{n-1} \cdots g_{0} \in B\right\}\right) \tag{5.4}
\end{equation*}
$$

for any measurable set $B \subset G$. Note that the map $\nu \mapsto \nu^{(n)}$ is continuous relative to the weak* topology.

Proposition 5.5. There exists $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exist $N_{0}=N_{0}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ and $\tau_{0}=\tau_{0}\left(\nu_{\infty}, \delta\right)>0$ such that for every $n \geqslant N$ and $v^{\perp} \in \mathbb{P}\left(E^{\perp}\right)$ there exists $\mathcal{E}_{0}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\mathcal{E}_{0}^{c}\right)<\delta$ and
(1) $\log \frac{\left\|D g_{v}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|}>\kappa_{0} n$ for any $g \in \mathcal{E}_{0}$ and $v \in E$;
(2) $\frac{\left\|g^{\perp} v^{\perp}\right\|}{\left\|g v^{\perp}\right\|}>\tau_{0}$ for any $g \in \mathcal{E}_{0}$.

Proof. Fix numbers $\alpha=\alpha\left(\nu_{\infty}\right)$ and $\beta=\beta\left(\nu_{\infty}\right)$ such that

$$
\lim _{n} \frac{1}{n} \log \left\|g_{n-1} \cdots g_{0} \mid E\right\|<\alpha<\beta<\lambda_{1}\left(\nu_{\infty}\right)
$$

and then choose $0<\kappa_{0}<\beta-\alpha$. Let $\delta>0$. By property (i), there exist $N^{\prime} \in \mathbb{N}$ and $\mathcal{E}^{\prime} \subset G^{\mathbb{N}}$ such that $\nu_{\infty}^{\mathbb{N}}\left(\left(\mathcal{E}^{\prime}\right)^{c}\right)<\delta / 4$ and

$$
\begin{equation*}
\log \frac{\left\|g_{n-1} \cdots g_{0} v\right\|}{\|v\|} \leqslant \alpha n \text { for any } \mathfrak{g} \in \mathcal{E}^{\prime} \text { and } v \in E \text { and } n \geqslant N^{\prime} . \tag{5.5}
\end{equation*}
$$

By property (ii), there exists $N^{\prime \prime} \in \mathbb{N}$ and for each $v^{\perp} \in E^{\perp}$ there exists $\mathcal{E}^{\prime \prime} \subset G^{\mathbb{N}}$ such that $\nu_{\infty}^{\mathbb{N}}\left(\left(\mathcal{E}^{\prime \prime}\right)^{c}\right)<\delta / 4$ and

$$
\begin{equation*}
\log \frac{\left\|g_{n-1}^{\perp} \cdots g_{0}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|} \geqslant \beta n \text { for any } \mathfrak{g} \in \mathcal{E}^{\prime \prime} \text { and } n \geqslant N^{\prime \prime} \tag{5.6}
\end{equation*}
$$

Let $N^{\prime \prime \prime}=\max \left\{N^{\prime}, N^{\prime \prime}\right\}$ and for each $n \geqslant N^{\prime \prime \prime}$ and $v^{\perp} \in \mathbb{P}\left(E^{\perp}\right)$ define

$$
\mathcal{E}^{\prime \prime \prime}=\left\{g_{n-1} \cdots g_{0}: \mathfrak{g} \in \mathcal{E}^{\prime} \cap \mathcal{E}^{\prime \prime}\right\} .
$$

The definition (5.4) gives that $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}^{\prime \prime \prime}\right)^{c}\right) \leqslant \nu_{\infty}^{\mathbb{N}}\left(\left(\mathcal{E}^{\prime}\right)^{c} \cup\left(\mathcal{E}^{\prime \prime}\right)^{c}\right)<\delta / 2$. Moreover, if $g \in \mathcal{E}^{\prime \prime \prime}$ then (5.5) and (5.6) give that

$$
\begin{equation*}
\log \frac{\left\|D g_{v}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|}=\log \frac{\left\|g^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|}-\log \frac{\|g v\|}{\|v\|} \geqslant(\beta-\alpha) n>\kappa_{0} n \tag{5.7}
\end{equation*}
$$

for any $v \in E$ and $n \geqslant N^{\prime \prime \prime}$. This gives claim (1), as long as we choose $N_{0} \geqslant N^{\prime \prime \prime}$ and $\mathcal{E}_{0} \subset \mathcal{E}^{\prime \prime \prime}$, which we will do in the next paragraph.

Now let us explain how to obtain claim (2). The following elementary inequality will be used a couple of times:

$$
\begin{equation*}
\left|\sin \angle\left(v_{1}, v_{2}\right)\right| \leqslant \frac{\left\|v_{1} \pm v_{2}\right\|}{\left\|v_{2}\right\|} \text { for any non-zero } v_{1}, v_{2} \in \mathbb{R}^{d} \tag{5.8}
\end{equation*}
$$

Let $a=\left(\chi_{1}-\chi_{2}\right) / 8$ where $\chi_{1}>\chi_{2}$ are the two largest Lyapunov exponents in (2.1). Clearly, we may assume that $\beta$ has been chosen greater than $\chi_{1}-a$ (keep in mind that $\chi_{1}=\lambda_{1}$ ). Consider the Oseledets splitting in (2.3) and denote $E^{*}=E^{2} \oplus \cdots \oplus E^{k}$. By the Oseledets theorem (see [65, Theorem 4.2]), there exists a measurable function $\mathfrak{g}_{ \pm} \mapsto c\left(\mathfrak{g}_{ \pm}\right)$with values in $(0,1)$ such that

$$
\begin{align*}
c\left(\mathfrak{g}_{ \pm}\right) e^{n\left(\chi_{1}-a\right)}\left\|v_{1}\right\| \leqslant & \left\|g_{n-1} \cdots g_{0} v_{1}\right\| \leqslant c\left(\mathfrak{g}_{ \pm}\right)^{-1} e^{n\left(\chi_{1}+a\right)}\left\|v_{1}\right\|  \tag{5.9}\\
& \left\|g_{n-1} \cdots g_{0} v_{*}\right\| \leqslant c\left(\mathfrak{g}_{ \pm}\right)^{-1} e^{n\left(\chi_{2}+a\right)}\left\|v_{*}\right\| \tag{5.10}
\end{align*}
$$

for any $v_{1} \in E^{1}\left(\mathfrak{g}_{ \pm}\right), v_{*} \in E^{*}\left(\mathfrak{g}_{ \pm}\right)$and $n \in \mathbb{N}$, and for $\nu_{\infty}^{\mathbb{Z}}$-almost every $\mathfrak{g}_{ \pm}$. In particular, $E^{1}\left(\mathfrak{g}_{ \pm}\right) \cap E^{*}\left(\mathfrak{g}_{ \pm}\right)=\{0\}$. Since the growth rate of every vector $v \in E$ is strictly less than $\lambda_{1}=\chi_{1}$ (property (i) above), we also have that $E^{1}\left(\mathfrak{g}_{ \pm}\right) \cap E=\{0\}$. Thus, up to reducing the function $c\left(\mathfrak{g}_{ \pm}\right)$, we may suppose that

$$
\begin{equation*}
\left|\sin \angle\left(E^{1}\left(\mathfrak{g}_{ \pm}\right), E^{*}\left(\mathfrak{g}_{ \pm}\right)\right)\right| \geqslant c\left(\mathfrak{g}_{ \pm}\right) \text {and }\left|\sin \angle\left(E^{1}\left(\mathfrak{g}_{ \pm}\right), E\right)\right| \geqslant c\left(\mathfrak{g}_{ \pm}\right) \tag{5.11}
\end{equation*}
$$

for $\nu_{\infty}^{\mathbb{Z}}$-almost every $\mathfrak{g}_{ \pm}$. Fix $b=b\left(\nu_{\infty}, \delta\right)>0$ small enough that the set

$$
\mathcal{A}=\left\{\mathfrak{g}_{ \pm} \in G^{\mathbb{Z}}: c\left(\mathfrak{g}_{ \pm}\right) \geqslant b\right\}
$$

has $\nu_{\infty}^{\mathbb{Z}}\left(\mathcal{A}^{c}\right)<\delta / 4$. Then fix $M=M\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that

$$
\begin{equation*}
e^{-a n}<\frac{b^{2}}{2} \text { for every } n \geqslant M \tag{5.12}
\end{equation*}
$$

Let $N_{0}=\max \left\{N^{\prime}, N^{\prime \prime}, M\right\}$ and for each $n \geqslant N_{0}$ and $v^{\perp} \in \mathbb{P}\left(E^{\perp}\right)$ define

$$
\mathcal{E}_{0}=\left\{g_{n-1} \cdots g_{0}: \mathfrak{g}_{ \pm} \in \pi^{-1} \mathcal{E}^{\prime} \cap \pi^{-1} \mathcal{E}^{\prime \prime} \cap \mathcal{A} \cap \sigma^{-n} \mathcal{A}\right\} \cap \operatorname{supp} \nu_{\infty}^{(n)}
$$

$\left(\pi: G^{\mathbb{Z}} \rightarrow G^{\mathbb{N}}\right.$ is the canonical projection). The choices of $\mathcal{E}^{\prime}, \mathcal{E}^{\prime \prime}$ and $\mathcal{A}$ ensure that $\nu_{\infty}^{(n)}\left(\mathcal{E}_{0}^{c}\right)<\delta$. For each $g \in \mathcal{E}_{0}$, take $\mathfrak{g}_{ \pm} \in \mathcal{E}^{\prime} \cap \mathcal{E}^{\prime \prime} \cap \mathcal{A} \cap \sigma^{-n} \mathcal{A}$ such that $g=g_{n-1} \cdots g_{0}$ and then let $v^{\perp}=v_{1}+v_{*}$ be the decomposition of $v^{\perp}$ with respect to the splitting $\mathbb{R}^{d}=E^{1}\left(\mathfrak{g}_{ \pm}\right) \oplus E^{*}\left(\mathfrak{g}_{ \pm}\right)$. From property (5.11) and the fact that $\mathfrak{g}_{ \pm} \in \mathcal{A}$ we get

$$
\begin{equation*}
\left\|v_{*}\right\| \leqslant \frac{\left\|v^{\perp}\right\|}{\left|\sin \angle\left(E^{1}\left(\mathfrak{g}_{ \pm}\right), E^{*}\left(\mathfrak{g}_{ \pm}\right)\right)\right|} \leqslant c\left(\mathfrak{g}_{ \pm}\right)^{-1}\left\|v^{\perp}\right\| \leqslant b^{-1}\left\|v^{\perp}\right\| \tag{5.13}
\end{equation*}
$$

Since $\beta>\chi_{1}-a$, the inequality (5.6) gives

$$
\begin{equation*}
\left\|g v^{\perp}\right\| \geqslant\left\|g^{\perp} v^{\perp}\right\| \geqslant e^{\left(\chi_{1}-a\right) n}\left\|v^{\perp}\right\| \tag{5.14}
\end{equation*}
$$

Properties (5.9) and (5.10) give

$$
\begin{equation*}
\left\|g v^{\perp}\right\| \leqslant b^{-1} e^{\left(\chi_{1}+a\right) n}\left\|v_{1}\right\|+b^{-1} e^{\left(\chi_{2}+a\right) n}\left\|v_{*}\right\| \tag{5.15}
\end{equation*}
$$

Putting the relations (5.13) through (5.15) together, and using (5.12), we obtain

$$
\begin{aligned}
\left\|v^{\perp}\right\| & \leqslant b^{-1} e^{2 a n}\left\|v_{1}\right\|+b^{-1} e^{\left(\chi_{2}-\chi_{1}+2 a\right) n}\left\|v_{*}\right\| \\
& \leqslant b^{-1} e^{2 a n}\left\|v_{1}\right\|+b^{-2} e^{-6 a n}\left\|v^{\perp}\right\| \leqslant b^{-1} e^{2 a n}\left\|v_{1}\right\|+\frac{1}{2}\left\|v^{\perp}\right\|
\end{aligned}
$$

This proves that $\left\|v_{1}\right\| \geqslant(b / 2) e^{-2 a n}\left\|v^{\perp}\right\|$. Combining this inequality with (5.13) and properties (5.9) and (5.10),

$$
\begin{aligned}
& \left\|g v_{1}\right\| \geqslant b e^{\left(\chi_{1}-a\right) n}\left\|v_{1}\right\| \geqslant\left(b^{2} / 2\right) e^{\left(\chi_{1}-3 a\right) n}\left\|v^{\perp}\right\| \\
& \left\|g v_{*}\right\| \leqslant b^{-1} e^{\left(\chi_{2}+a\right) n}\left\|v_{*}\right\| \leqslant b^{-2} e^{\left(\chi_{2}+a\right) n}\left\|v^{\perp}\right\|
\end{aligned}
$$

In view of our choice of $a$ and the relation (5.13), this implies that

$$
\frac{\left\|g v_{*}\right\|}{\left\|g v_{1}\right\|} \leqslant 2 b^{-4} e^{\left(\chi_{2}-\chi_{1}+4 a\right) n} \leqslant 2 b^{-4} e^{-4 a n}<\frac{b}{2} e^{-2 a n} \leqslant \frac{b}{2} .
$$

Then it follows that

$$
\left|\sin \angle\left(g v^{\perp}, E^{1}\left(\sigma^{n} \mathfrak{g}_{ \pm}\right)\right)\right| \leqslant\left|\sin \angle\left(g v^{\perp}, g v_{1}\right)\right| \leqslant \frac{\left\|g v_{*}\right\|}{\left\|g v_{1}\right\|}<b / 2
$$

Now, property (5.11) implies that $\left|\sin \angle\left(E^{1}\left(\sigma^{n} \mathfrak{g}_{ \pm}\right), E\right)\right| \geqslant b$, because we have taken $\mathfrak{g}_{ \pm}$such that $\sigma^{n} \mathfrak{g}_{ \pm} \in \mathcal{A}$. Since $|\sin |$ is a subadditive function, these two inequalities imply that $\left.\mid \sin \angle\left(g v^{\perp}, E\right)\right) \mid>b / 2$, which means that $\left\|g^{\perp} v^{\perp}\right\|>(b / 2)\left\|g v^{\perp}\right\|$. This proves (2) with $\tau_{0}=b / 2$.

Let $d(\cdot, \cdot)$ be the distance defined on the projective space $P$ by

$$
\begin{equation*}
d(u, v)=\left\|\Pi_{u} \frac{v}{\|v\|}\right\|=|\sin \angle(u, v)| \tag{5.16}
\end{equation*}
$$

Note that $0 \leqslant d(u, v) \leqslant 1$ for every $u, v \in P$. Next, we formulate the infinitesimal estimate in part (1) of Proposition 5.5 in terms of the distance to the equator:
Corollary 5.6. For each $n \geqslant N$ there exists $\rho_{0}=\rho_{0}\left(\nu_{\infty}, n\right)>0$ and for each $x \in P$ with $d(x, E) \leqslant \rho_{0}$ there exists $\mathcal{D}_{\infty}(x)=\mathcal{D}_{\infty}\left(\nu_{\infty}, \delta, n, x\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\mathcal{D}_{\infty}(x)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log d(g x, E) \leqslant-\log d(x, E)-\frac{3 \kappa_{0}}{4} n \quad \text { for any } g \in \mathcal{D}_{\infty}(x) \tag{5.17}
\end{equation*}
$$

Proof. Let exp denote the exponential map of the Riemannian manifold $P$. For each $x \in P$ close to the equator we may write $x=\exp _{v} v^{\perp}$ for a (unique) $v^{\perp} \in E^{\perp}$ with $\left\|v^{\perp}\right\|=d(x, v)=d(x, E)$. Then

$$
\lim _{x \rightarrow E} \frac{d(g x, E)}{\left\|D g_{v}^{\perp} v^{\perp}\right\|}=\lim _{x \rightarrow E} \frac{d\left(\exp _{g v} D g_{v} v^{\perp}, E\right)}{\left\|D g_{v}^{\perp} v^{\perp}\right\|}=1
$$

and the limits are uniform in $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. In particular, there exists $\rho_{0}=$ $\rho_{0}\left(\nu_{\infty}, n\right)>0$ such that

$$
\begin{equation*}
d(x, E) \leqslant \rho_{0} \quad \Rightarrow \quad\left|\log \frac{d(g x, E)}{d(x, E)}-\log \frac{\left\|D g_{v}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|}\right|<\frac{\kappa_{0}}{4} n \tag{5.18}
\end{equation*}
$$

for every $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. Define $\mathcal{D}_{\infty}(x)$ to be the set $\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v^{\perp}\right)$ given by Proposition 5.5. Then (5.17) follows from (5.18) and part (1) of Proposition 5.5.

We also need to extend these estimates from $k=\infty$ to every large $k \in \mathbb{N}$ :
Corollary 5.7. For any $n \geqslant N$ and $\rho \in\left(0, \rho_{0}\right)$ there is $k_{0}=k_{0}\left(\nu_{\infty}, \delta, n, \rho\right) \in \mathbb{N}$ and for any $x \in P$ with $\rho \leqslant d(x, E) \leqslant \rho_{0}$ there is $\mathcal{D}_{k}(x)=\mathcal{D}_{k}\left(\nu_{\infty}, \delta, n, \rho, x\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ such that $\nu_{k}^{(n)}\left(\mathcal{D}_{k}(x)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log d(g x, E) \leqslant-\log d(x, E)-\frac{\kappa_{0}}{2} n \quad \text { for any } g \in \mathcal{D}_{k}(x) \text { and } k \geqslant k_{0} \tag{5.19}
\end{equation*}
$$

Proof. Let $n \geqslant N$ and $\rho \in\left(0, \rho_{0}\right)$ be fixed. The set $K=\left\{x \in P: \rho \leqslant d(x, E) \leqslant \rho_{0}\right\}$ is compact. By continuity, there exists $\theta=\theta\left(\nu_{\infty}, n, \rho\right)>0$ (keep in mind that $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)$ and $\left.\rho_{0}=\rho_{0}\left(\nu_{\infty}, n\right)\right)$, such that

$$
\begin{equation*}
\left|\log \frac{d(g x, E)}{d(x, E)}-\log \frac{d(h y, E)}{d(y, E)}\right|<\frac{\kappa_{0}}{4} n \tag{5.20}
\end{equation*}
$$

for any $g \in B(h, \theta)$ and $x \in B(y, \theta)$ and $h \in \operatorname{supp} \nu_{\infty}^{(n)}$ and $y \in K$. Choose a finite set $\left\{x_{j}: j=1, \ldots, l\right\} \subset K$ such that the balls $B\left(x_{j}, \theta\right), j=1, \ldots, l$ cover $K$. For each $x \in K$ choose $j \in\{1, \ldots, l\}$ such that $x \in B\left(x_{j}, \theta\right)$ and define

$$
\begin{equation*}
\mathcal{D}_{k}(x)=\left[\theta \text {-neighborhood of } \mathcal{D}_{\infty}\left(x_{j}\right)\right] \cap \operatorname{supp} \nu_{k}^{(n)} \tag{5.21}
\end{equation*}
$$

Let $x \in K$ and $g \in \mathcal{D}_{k}(x)$. By definition, there exist $x_{j} \in K$ and $h \in \mathcal{D}_{\infty}\left(x_{j}\right)$ such that $d\left(x, x_{j}\right)<\theta$ and $d(g, h)<\theta$. Then (5.20) gives that

$$
-\log d(g x, E) \leqslant-\log d(x, E)-\log d\left(h x_{j}, E\right)+\log d\left(x_{j}, E\right)+\frac{\kappa_{0}}{4} n
$$

whereas (5.17) gives that $-\log d\left(h x_{j}, E\right) \leqslant-\log d\left(x_{j}, E\right)-(3 / 4) \kappa_{0} n$. Substituting the latter in the former one obtains (5.19). Since $\nu_{k}^{(n)}$ converges to $\nu_{\infty}^{(n)}$ in the weak* topology, the limit inferior of the $\nu_{k}^{(n)}$-measures of (5.21) is greater than or equal to

$$
\nu_{\infty}^{(n)}\left(\mathcal{D}_{\infty}\left(x_{j}\right)\right)>1-\delta
$$

for any $j=1, \ldots, l$. In particular, there is $k_{0}=k_{0}\left(\nu_{\infty}, \delta, n, \rho\right) \in \mathbb{N}$ such that

$$
\nu_{k}^{(n)}\left(\mathcal{D}_{k}(x)\right)>1-\delta \text { for every } k \geqslant k_{0} \text { and } x \in K
$$

This completes the argument.

## 6. A toolbox

Here we collect several fairly general ideas and facts that are required for the continuation of our arguments. The proofs themselves will not be used in what follows, so the reader is advised to skip them at this stage, and to return to this section for reference along the way, as needed. In our applications, the metric spaces $X$ and $X^{\prime}$ will be suitable subsets of Grassmannian manifolds or flag varieties.
6.1. Couplings. Let $\eta$ and $\eta^{\prime}$ be measures on measurable spaces $X$ and $X^{\prime}$, respectively, with $\eta(X)=\eta^{\prime}\left(X^{\prime}\right)$. A measure $\tilde{\eta}$ on $X \times X^{\prime}$ is a coupling of $\eta$ and $\eta^{\prime}$ if it projects to $\eta$ on the first factor and to $\eta^{\prime}$ on the second factor, that is, if

$$
\tilde{\eta}\left(A \times X^{\prime}\right)=\eta(A) \text { and } \tilde{\eta}\left(X \times A^{\prime}\right)=\eta^{\prime}\left(A^{\prime}\right)
$$

for any measurable sets $A \subset X$ and $A^{\prime} \subset X^{\prime}$. When $\eta=\eta^{\prime}\left(\right.$ and $X=X^{\prime}$ ) we call $\tilde{\eta}$ a self-coupling of $\eta$. A self-coupling is symmetric if it is invariant under the involution $\iota:\left(x, x^{\prime}\right) \mapsto\left(x^{\prime}, x\right)$.

For example, the diagonal embedding of a measure $\eta$ on $X$ is the symmetric self-coupling $\tilde{\eta}$ of $\eta$ defined by

$$
\begin{equation*}
\tilde{\eta}(B)=\eta(\{x \in X:(x, x) \in B\}) . \tag{6.1}
\end{equation*}
$$

Another simple example of a coupling is the scaled product

$$
\begin{equation*}
\tilde{\eta}=\frac{1}{c}\left(\eta \times \eta^{\prime}\right), \text { where } c=\eta(X)=\eta^{\prime}\left(X^{\prime}\right) \tag{6.2}
\end{equation*}
$$

Couplings are far from being unique, which turns out to be a very convenient feature in our context. Especially, we will use the following elementary construction:

Lemma 6.1. Suppose that $A \subset X$ and $A^{\prime} \subset X^{\prime}$ are such that $\eta(A)<\eta(X \backslash A)$ and $\eta^{\prime}\left(A^{\prime}\right)<\eta^{\prime}\left(X^{\prime} \backslash A^{\prime}\right)$. Then there exists a coupling $\tilde{\eta}$ of $\eta$ and $\eta^{\prime}$ such that $\tilde{\eta}\left(A \times A^{\prime}\right)=0$.
Proof. Let $B=X \backslash A$ and $B^{\prime}=X^{\prime} \backslash A^{\prime}$ and then take

$$
\begin{align*}
\tilde{\eta}=\frac{1}{\eta^{\prime}\left(B^{\prime}\right)} & (\eta \mid A) \times\left(\eta^{\prime} \mid B^{\prime}\right)+\frac{1}{\eta(B)}(\eta \mid B) \times\left(\eta^{\prime} \mid A^{\prime}\right) \\
& +\left(\frac{1}{\eta(B)}+\frac{1}{\eta^{\prime}\left(B^{\prime}\right)}-\frac{c}{\eta(B) \eta^{\prime}\left(B^{\prime}\right)}\right)(\eta \mid B) \times\left(\eta^{\prime} \mid B^{\prime}\right) \tag{6.3}
\end{align*}
$$

where $c=\eta(X)=\eta^{\prime}\left(X^{\prime}\right)$.
Lemma 6.2. Let $A_{j} \subset C_{j} \subset X$ and $A_{j}^{\prime} \subset C_{j}^{\prime} \subset X^{\prime}, j=1, \ldots, k$ be such that
(1) $\eta\left(C_{j}\right)<\eta\left(X \backslash C_{j}\right)$ and $\eta^{\prime}\left(C_{j}^{\prime}\right)<\eta^{\prime}\left(X^{\prime} \backslash C_{j}^{\prime}\right)$ for $1 \leqslant j \leqslant k$;
(2) $A_{j} \times\left(X^{\prime} \backslash C_{j}^{\prime}\right)$ and $\left(X \backslash C_{j}\right) \times A_{j}^{\prime}$ are disjoint from $A_{i} \times A_{i}^{\prime}$ for $1 \leqslant i<j \leqslant k$.

Then there exists a coupling $\tilde{\eta}$ of $\eta$ and $\eta^{\prime}$ such that $\tilde{\eta}\left(A_{j} \times A_{j}^{\prime}\right)=0$ for $j=1, \ldots, k$.
Proof. We are going to construct couplings $\tilde{\eta}_{j}, j=1, \ldots, k$ of $\eta$ and $\eta^{\prime}$ such that

$$
\begin{equation*}
\tilde{\eta}_{j}\left(A_{i} \times A_{i}^{\prime}\right)=0 \text { for any } 1 \leqslant i \leqslant j \tag{6.4}
\end{equation*}
$$

Then it suffices to take $\tilde{\eta}=\tilde{\eta}_{k}$.
The case $j=1$ of (6.4) is contained in Lemma 6.1. We proceed by induction. Let $j \in\{2, \ldots, k\}$ and assume that we have constructed a coupling $\tilde{\eta}_{j-1}$ of $\eta$ and $\eta^{\prime}$ such that $A_{i} \times A_{i}$ has zero measure for every $i=1, \ldots, j-1$. We claim that

$$
\begin{equation*}
\tilde{\eta}_{j-1}\left(C_{j} \times C_{j}^{\prime}\right)<\tilde{\eta}_{j-1}\left(C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right) \tag{6.5}
\end{equation*}
$$

where $C_{j}^{c}=X \backslash C_{j}$ and $\left(C_{j}^{\prime}\right)^{c}=X^{\prime} \backslash C_{j}^{\prime}$. Indeed, suppose that $\eta^{\prime}\left(C_{j}^{\prime}\right) \leqslant \eta\left(C_{j}\right)$. Recall that $\eta\left(C_{j}\right)<\eta\left(C_{j}^{c}\right)$, by assumption. Moreover,

- $\tilde{\eta}_{j-1}\left(C_{j} \times C_{j}^{\prime}\right)+\tilde{\eta}_{j-1}\left(C_{j}^{c} \times C_{j}^{\prime}\right)=\eta^{\prime}\left(C_{j}^{\prime}\right)$,
- $\tilde{\eta}_{j-1}\left(C_{j}^{c} \times C_{j}^{\prime}\right)+\tilde{\eta}_{j-1}\left(C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right)=\eta\left(C_{j}^{c}\right)$.

Combining these relations we get the inequality in (6.5). The case $\eta\left(C_{j}\right) \leqslant \eta^{\prime}\left(C_{j}^{\prime}\right)$ is analogous, and so the claim is proved. In particular, the following number is smaller than 1 :

$$
\theta_{j}=\frac{\tilde{\eta}_{j-1}\left(A_{j} \times A_{j}^{\prime}\right)}{\tilde{\eta}_{j-1}\left(C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right)}
$$

Let $\pi: X \times X^{\prime} \rightarrow X$ and $\pi^{\prime}: X \times X^{\prime} \rightarrow X^{\prime}$ be the canonical projections. Let $\zeta_{j}$ be the scaled product of $\pi_{*}\left(\tilde{\eta}_{j-1} \mid A_{j} \times A_{j}^{\prime}\right)$ and $\theta_{j} \pi_{*}^{\prime}\left(\tilde{\eta}_{j-1} \mid C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right)$, and $\zeta_{j}^{\prime}$ be the scaled product of $\theta_{j} \pi_{*}\left(\tilde{\eta}_{j-1} \mid C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right)$ and $\pi_{*}^{\prime}\left(\tilde{\eta}_{j-1} \mid A_{j} \times A_{j}^{\prime}\right)$. Then define

$$
\begin{equation*}
\tilde{\eta}_{j}=\tilde{\eta}_{j-1}-\left(\tilde{\eta}_{j-1} \mid A_{j} \times A_{j}^{\prime}\right)-\theta_{j}\left(\tilde{\eta}_{j-1} \mid C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right)+\zeta_{j}+\zeta_{j}^{\prime} \tag{6.6}
\end{equation*}
$$

It is clear that $\tilde{\eta}_{j}$ is a (positive) measure, because $\theta_{j}<1$. It is also clear that $\tilde{\eta}_{j}$ is a coupling of $\eta$ and $\eta^{\prime}$ :

$$
\begin{aligned}
\pi_{*} \tilde{\eta}_{j}=\pi_{*} \tilde{\eta}_{j-1} & -\pi_{*}\left(\tilde{\eta}_{j-1} \mid A_{j} \times A_{j}^{\prime}\right)-\theta_{j} \pi_{*}\left(\tilde{\eta}_{j-1} \mid C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right) \\
& +\pi_{*}\left(\tilde{\eta}_{j-1} \mid A_{j} \times A_{j}^{\prime}\right)+\theta_{j} \pi_{*}\left(\eta_{j-1} \mid C_{j}^{c} \times\left(C_{j}^{\prime}\right)^{c}\right)=\pi_{*} \tilde{\eta}_{j-1}=\eta
\end{aligned}
$$

and, analogously, $\pi_{*}^{\prime} \tilde{\eta}_{j}=\eta^{\prime}$. Note also that $\tilde{\eta}_{j}\left(A_{j} \times A_{j}^{\prime}\right)=0$. Moreover, $\zeta_{j}$ is concentrated in $A_{j} \times\left(C_{j}^{\prime}\right)^{c}$ and $\zeta_{j}^{\prime}$ is concentrated in $C_{j}^{c} \times A_{j}^{\prime}$. Since both sets are assumed to be disjoint from $A_{i} \times A_{i}^{\prime}$, we get that

$$
\tilde{\eta}_{j}\left(A_{i} \times A_{i}^{\prime}\right) \leqslant \tilde{\eta}_{j-1}\left(A_{i} \times A_{i}^{\prime}\right)=0 \text { for } i=1, \ldots, j-1 .
$$

This completes the induction.
Remark 6.3. By construction, the coupling $\tilde{\eta}$ varies continuously with $\eta$ and $\eta^{\prime}$ in the weak*-topology at all points such that the boundaries of all $A_{j}$ and $C_{j}$ have zero $\eta$-measure and the boundaries of all $A_{j}^{\prime}$ and $C_{j}^{\prime}$ have zero $\eta^{\prime}$-measure.
Remark 6.4. The constructions in Lemmas 6.1 and 6.2 preserve the class of nonatomic measures and, when $X$ is an algebraic variety, also the class of generic measures: if $\eta$ and $\eta^{\prime}$ are generic then so is the coupling $\tilde{\eta}$. That follows directly from Remark 5.1 and the expressions (6.3) and (6.6).
Remark 6.5. When $X=X^{\prime}$, these constructions are involution-invariant in the following sense. First, in Lemma 6.1 the coupling $\tilde{\eta}$ given by (6.3) is replaced with $\iota_{*} \tilde{\eta}$ when one exchanges the roles of $\eta, A$ and $\eta^{\prime}, A^{\prime}$. In particular, if $\eta=\eta^{\prime}$ and $A=A^{\prime}$ then the self-coupling $\tilde{\eta}$ is symmetric. In Lemma 6.2 we may take $\zeta_{j}^{\prime}=\iota_{*} \zeta_{j}$ and then the coupling $\tilde{\eta}_{j}$ is replaced with $\iota_{*} \tilde{\eta}_{j}$ when the roles of $\eta, A_{i}, C_{i}$ and $\eta^{\prime}, A_{i}^{\prime}, C_{i}^{\prime}$ are exchanged. In particular, if $\eta=\eta^{\prime}, A_{i}=A_{i}^{\prime}$, and $C_{i}=C_{i}^{\prime}$ then the self-coupling $\tilde{\eta}=\tilde{\eta}_{k}$ is symmetric.

Proposition 6.6. Let $K$ be a compact subset of the product $X \times X^{\prime}$ such that

$$
K\left(x^{\prime}\right)=\left\{y \in X:\left(y, x^{\prime}\right) \in K\right\} \text { and } K^{\prime}(x)=\left\{y^{\prime} \in X^{\prime}:\left(x, y^{\prime}\right) \in K\right\}
$$

satisfy

$$
\begin{equation*}
\eta\left(K\left(x^{\prime}\right)\right)<\eta\left(X \backslash K\left(x^{\prime}\right)\right) \text { and } \eta^{\prime}\left(K^{\prime}(x)\right)<\eta^{\prime}\left(X^{\prime} \backslash K^{\prime}(x)\right) \tag{6.7}
\end{equation*}
$$

for every $\left(x, x^{\prime}\right) \in X \times X^{\prime}$. Then there exists a coupling $\tilde{\eta}$ of $\eta$ and $\eta^{\prime}$ that vanishes on a neighborhood of $K$.

Proof. We are going to find open sets $A_{j} \subset C_{j} \subset X$ and $A_{j}^{\prime} \subset C_{j}^{\prime} \subset X^{\prime}, j=1, \ldots, k$, such that
(a) $\eta\left(C_{j}\right)<\eta\left(X \backslash C_{j}\right)$ and $\eta\left(C_{j}^{\prime}\right)<\eta\left(X \backslash C_{j}^{\prime}\right)$;
(b) $A_{j} \times A_{j}^{\prime}$ is disjoint from $\left(X \backslash C_{i}\right) \times A_{i}^{\prime}$ and $A_{i} \times\left(X \backslash C_{i}^{\prime}\right)$;
(c) and the union of the products $A_{j} \times A_{j}^{\prime}$ contains $K$.

Then, by Lemma 6.2, there exists a coupling $\tilde{\eta}$ of $\eta$ and $\eta^{\prime}$ vanishing on the union of $A_{j} \times A_{j}^{\prime}, j=1, \ldots, k$, which gives the claim of the present lemma. So let us explain how to construct such sets.

By compactness, there exists $\varepsilon>0$ such that (6.7) remains valid when $K\left(x^{\prime}\right)$ and $K^{\prime}(x)$ are replaced with their $10 \varepsilon$-neighborhoods. Let $\varepsilon$ be fixed. Also by compactness, the maps $x \mapsto K^{\prime}(x)$ and $x^{\prime} \mapsto K\left(x^{\prime}\right)$ are upper semicontinuous. In particular, for any $x \in X$ and $x^{\prime} \in X^{\prime}$ there exist $\delta(x)>0$ and $\delta^{\prime}\left(x^{\prime}\right)>0$ such that

$$
\begin{align*}
& K^{\prime}(y) \subset B_{\varepsilon}\left(K^{\prime}(x)\right) \text { if } d(x, y)<4 \delta(x) \text { and } \\
& K\left(y^{\prime}\right) \subset B_{\varepsilon}\left(K\left(x^{\prime}\right)\right) \text { if } d\left(x^{\prime}, y^{\prime}\right)<4 \delta\left(x^{\prime}\right) \tag{6.8}
\end{align*}
$$

It is no restriction to assume that $\delta(x)$ and $\delta^{\prime}\left(x^{\prime}\right)$ are bounded by $\varepsilon$, and we do so. Let $\left(x_{1}, x_{1}^{\prime}\right), \ldots,\left(x_{k}, x_{k}^{\prime}\right) \in K$ be such that $B\left(x_{j}, \delta\left(x_{j}\right)\right) \times B\left(x_{j}^{\prime}, \delta^{\prime}\left(x_{j}^{\prime}\right)\right), j=1, \ldots, k$ cover $K$. Initially, define

$$
\begin{array}{cl}
A_{j}=B\left(x_{j}, 3 \delta\left(x_{j}\right)\right), & A_{j}^{\prime}=B\left(x_{j}^{\prime}, 3 \delta^{\prime}\left(x_{j}^{\prime}\right)\right) \\
C_{j}=B\left(K\left(x_{j}^{\prime}\right), 10 \varepsilon\right), & C_{j}^{\prime}=B\left(K^{\prime}\left(x_{j}\right), 10 \varepsilon\right) \tag{6.9}
\end{array}
$$

Note that $A_{j} \subset C_{j}$ and $A_{j}^{\prime} \subset C_{j}^{\prime}$ since $\left(x_{j}, x_{j}^{\prime}\right) \in K$ and $\delta, \delta^{\prime} \leqslant \varepsilon$. Conditions (a) and (c) are clearly satisfied, but not necessarily (b). In the following we replace the sets $A_{j}$ and $A_{j}^{\prime}$ with suitable subsets, in such a way as to achieve (b) while preserving (c). The condition (a) is clearly not affected.


Figure 1. Trimming the sets $A_{j}$ and $A_{j}^{\prime}$ : to achieve the disjointness condition (c), in the situation described in the figure $A_{j} \times A_{j}^{\prime}$ is replaced with $A_{j} \times\left(A_{j}^{\prime} \backslash \bar{A}_{i}^{\prime}\right)$, which corresponds to the shaded region. A dual operation is applied to $A_{j}$, and the whole procedure is repeated for every $i$ and $j$.

Consider any $i, j=1, \ldots, k$. If $A_{j} \times A_{j}^{\prime}$ is disjoint from $A_{i} \times\left(X^{\prime} \backslash C_{i}^{\prime}\right)$ and $\left(X \backslash C_{i}\right) \times A_{i}^{\prime}$ there is nothing to do. Next, let us consider the case when there exists $\left(y, y^{\prime}\right)$ in $\left(A_{j} \times A_{j}^{\prime}\right) \cap\left(\left(X \backslash C_{i}\right) \times A_{i}^{\prime}\right)$. See Figure 1. We claim that $A_{j} \times B\left(x_{i}^{\prime}, 4 \delta\left(x_{i}^{\prime}\right)\right.$ is disjoint from $K$. Indeed, suppose there existed $z \in A_{j}$ and $y^{\prime \prime} \in B\left(x_{i}^{\prime}, 4 \delta\left(x_{i}^{\prime}\right)\right)$ such that $\left(z, y^{\prime}\right) \in K$. Since $d(z, y)<6 \delta\left(x_{j}\right) \leqslant 6 \varepsilon$, it would follow that $y \in B\left(K\left(y^{\prime \prime}\right), 6 \varepsilon\right)$. On the other hand, $K\left(y^{\prime \prime}\right) \subset B\left(K\left(x_{i}^{\prime}\right), \varepsilon\right)$ because $d\left(y^{\prime \prime}, x_{i}^{\prime}\right)<4 \delta\left(x_{i}^{\prime}\right)$. Hence, we would have $y \in B\left(K\left(x_{i}^{\prime}\right), 7 \varepsilon\right)$, which would contradict the fact that $y \in X \backslash C_{i}$. This contradiction proves our claim. Now, this ensures that $A_{j} \times \bar{A}_{i}^{\prime}$ is disjoint and at a definite distance from $K$. Thus, we may replace $A_{j}^{\prime}$ with $A_{j}^{\prime} \backslash \bar{A}_{i}^{\prime}$ in our construction without affecting condition (d) and, by doing it, we get that $A_{j} \times A_{j}^{\prime}$ becomes disjoint from $\left(X \backslash C_{i}\right) \times A_{i}^{\prime}$. The case when there exists $\left(y, y^{\prime}\right)$ in $\left(A_{j} \times A_{j}^{\prime}\right) \cap\left(A_{i} \times\left(X^{\prime} \backslash C_{i}^{\prime}\right)\right)$ is treated in the same way, trimming $A_{j}^{\prime}$ instead. Repeating this procedure for each $i$ and $j$, we get all three conditions (a) to (c).

Remark 6.7. The union of the boundaries $\partial A_{j}$ over all $j=1, \ldots, k$ does not increase under the trimming operation, and the same holds for the union of the boundaries $\partial A_{j}^{\prime}$ over $j=1, \ldots, k$.

Next we want to state and prove a parametrized version of Proposition 6.6. The following elementary fact will be useful at other places as well:

Lemma 6.8. Let $g: Z \times T \rightarrow \mathbb{R}$ be a bounded measurable function, where $Z$ is a metric space and $(T, \mu)$ is a probability space. Let $z_{0} \in Z$ be such that the set $D\left(z_{0}\right)$ of values of $t \in T$ such that $z \mapsto g(z, t)$ is discontinuous at $z_{0}$ has zero $\mu$-measure. Then $z \mapsto \int_{T} g(z, t) d \mu(t)$ is continuous at $z=z_{0}$.

Proof. Fix any $\varepsilon>0$. For each $k \in \mathbb{N}$, denote by $T_{k}$ the set of values of $t \in T$ such that $\left|g\left(z_{0}, t\right)-g(z, t)\right| \leqslant \varepsilon$ for any $z$ in the $(1 / k)$-neighborhood of $z_{0}$. The sequence $T_{k}$ is non-decreasing and the assumption ensures that $\cup_{k} T_{k}$ has full $\mu$-measure. Fix $k$ such that $\mu\left(T_{k}^{c}\right)<\varepsilon$. Then for any $z$ in the $(1 / k)$-neighborhood of $z_{0}$,

$$
\left|\int_{T} g\left(z_{0}, \cdot\right) d \mu-\int_{T} g(z, \cdot) d \mu\right| \leqslant \varepsilon+\left|\int_{T_{k}^{c}} g\left(z_{0}, \cdot\right) d \mu\right|+\left|\int_{T_{k}^{c}} g(z, \cdot) d \mu\right| \leqslant(1+2\|g\|) \varepsilon
$$

Since $\varepsilon>0$ is arbitrary, this proves that $z_{0}$ is a continuity point.
Proposition 6.9. Let $X, X^{\prime}, Y$, and $Y^{\prime}$ be compact metric spaces, $K$ be a compact subset of $X \times X^{\prime}$, and $\eta=\left\{\eta_{y}: y \in Y\right\}$ and $\eta^{\prime}=\left\{\eta_{y^{\prime}}^{\prime}: y^{\prime} \in Y^{\prime}\right\}$ be continuous families of probability measures on $X$ and $X^{\prime}$, respectively, such that

$$
\begin{equation*}
\eta_{y}\left(K\left(x^{\prime}\right)\right)<\eta_{y}\left(X \backslash K\left(x^{\prime}\right)\right) \text { and } \eta_{y^{\prime}}^{\prime}\left(K^{\prime}(x)\right)<\eta_{y^{\prime}}^{\prime}\left(X^{\prime} \backslash K^{\prime}(x)\right) \tag{6.10}
\end{equation*}
$$

for every $\left(x, x^{\prime}\right) \in X \times X^{\prime}$ and $\left(y, y^{\prime}\right) \in Y \times Y^{\prime}$. Then there exists a continuous family $\tilde{\eta}=\left\{\tilde{\eta}_{y, y^{\prime}}:\left(y, y^{\prime}\right) \in Y \times Y^{\prime}\right\}$ of probability measures on $X \times X^{\prime}$ such that each $\tilde{\eta}_{y, y^{\prime}}$ is a coupling of $\eta_{y}$ and $\eta_{y^{\prime}}^{\prime}$ vanishing on a uniform neighborhood of $K$.

Proof. By compactness, the assumption (6.10) implies that there exists $\varepsilon>0$ such that

$$
\begin{aligned}
& \eta_{y}\left(B\left(K\left(x^{\prime}\right), 10 \varepsilon\right)\right)<\eta_{y}\left(X \backslash B\left(K\left(x^{\prime}\right), 10 \varepsilon\right)\right) \text { and } \\
& \eta_{y^{\prime}}^{\prime}\left(B\left(K^{\prime}(x), 10 \varepsilon\right)\right)<\eta_{y^{\prime}}^{\prime}\left(X^{\prime} \backslash B\left(K^{\prime}(x), 10 \varepsilon\right)\right)
\end{aligned}
$$

for every $\left(x, x^{\prime}\right) \in X \times X^{\prime}$ and $\left(y, y^{\prime}\right) \in Y \times Y^{\prime}$. Fix $\varepsilon$ and let $\delta(x), \delta^{\prime}\left(x^{\prime}\right) \in(0, \varepsilon)$ be as in (6.8). Let $\left(x_{1}, x_{1}^{\prime}\right), \ldots,\left(x_{k}, x_{k}^{\prime}\right) \in K$ be such that $B\left(x_{j}, \delta\left(x_{j}\right)\right) \times B\left(x_{j}^{\prime}, \delta^{\prime}\left(x_{j}^{\prime}\right)\right)$,
$j=1, \ldots, k$ cover $K$. For each $s \in[0,1]$ and $j=1, \ldots, k$, define

$$
\begin{align*}
A_{j, s}=B\left(x_{j},(3-s) \delta\left(x_{j}\right)\right), & A_{j, s}^{\prime}=B\left(x_{j}^{\prime},(3-s) \delta^{\prime}\left(x_{j}^{\prime}\right)\right)  \tag{6.11}\\
C_{j, s}=B\left(K\left(x_{j}^{\prime}\right),(10-s) \varepsilon\right), & C_{j, s}^{\prime}=B\left(K^{\prime}\left(x_{j}\right),(10-s) \varepsilon\right)
\end{align*}
$$

Applying to the measures $\eta_{y}$ and $\eta_{y^{\prime}}^{\prime}$, and the sets $A_{j, s}, C_{j, s}, A_{j, s}^{\prime}$, and $C_{j, s}^{\prime}$ the same construction in Lemma 6.2, we find for each $s \in[0,1]$ and $\left(y, y^{\prime}\right) \in Y \times Y^{\prime}$ a coupling $\tilde{\eta}_{y, y^{\prime}, s}$ of $\eta_{y}$ and $\eta_{y^{\prime}}^{\prime}$ which vanishes on a neighborhood of $K$ independent of both $s$ and $\left(y, y^{\prime}\right)$. (recall that the trimming is always done at a definite distance from $K$ ).

By Remark 6.3, for each fixed $s \in[0,1]$ the map $\left(y, y^{\prime}\right) \mapsto \tilde{\eta}_{y, y^{\prime}, s}$ is discontinuous at a given point $\left(z, z^{\prime}\right) \in Y \times Y^{\prime}$ only if the union of the boundaries of $A_{j, s}$ and $C_{j, s}$ has positive measure for $\eta_{z}$ or the union of the boundaries of $A_{j, s}^{\prime}$ and $C_{j, s}^{\prime}$ has positive measure for $\eta_{z^{\prime}}^{\prime}$. In the setting of (6.11), the boundaries of the $A_{j, s}$ are pairwise disjoint for each fixed $j$, and the same is true for the $C_{j, s}, A_{j, s}^{\prime}$, and $C_{j, s}^{\prime}$. Thus, positive measure may occur only for a countable subset of values of $s$. Remark 6.7 ensures that the latter conclusion remains valid after the trimming. In conclusion, every $\left(z, z^{\prime}\right) \in Y \times Y^{\prime}$ is a continuity point of $\left(y, y^{\prime}\right) \mapsto \tilde{\eta}_{y, y^{\prime}, s}$ for all but countably many values of $s \in[0,1]$. Then, using Lemma 6.8,

$$
\tilde{\eta}_{y, y^{\prime}}=\int_{0}^{1} \tilde{\eta}_{y, y^{\prime}, s} d s
$$

is a coupling of $\eta_{y}$ and $\eta_{y^{\prime}}^{\prime}$ depending continuously on $y$ and $y^{\prime}$ and vanishing on a uniform neighborhood of $K$.
Remark 6.10. When $X=X^{\prime}$ and the set $K \subset X \times X$ is symmetric, one may exchange $A_{j}, C_{j}$ with $A_{j}^{\prime}, C_{j}^{\prime}$ in (6.9), and $A_{j, s}, C_{j, s}$ with $A_{j, s}^{\prime}, C_{j, s}^{\prime}$ in (6.11). Thus (recall Remark 6.5) when the roles of $\eta$ and $\eta^{\prime}$ are exchanged the coupling $\tilde{\eta}$ is replaced with $\iota_{*} \tilde{\eta}$ in Proposition 6.6 and each $\tilde{\eta}_{y^{\prime}, y}$ is replaced with $\iota_{*} \tilde{\eta}_{y, y^{\prime}}$ in Proposition 6.9. In particular, if $\eta=\eta^{\prime}$ and $Y=Y^{\prime}$ then the self-coupling $\tilde{\eta}$ in Proposition 6.6 is symmetric, and the family $\tilde{\eta}$ in Proposition 6.9 is involution-invariant, meaning that $\tilde{\eta}_{y^{\prime}, y}=\iota_{*} \tilde{\eta}_{y, y^{\prime}}$ for every $\left(y, y^{\prime}\right) \in Y \times Y$.

The following special case of Proposition 6.6 will be useful:
Corollary 6.11. Let $X=X^{\prime}$ and assume that $\eta$ and $\eta^{\prime}$ satisfy $\eta(\{x\})<\eta(X \backslash\{x\})$ and $\eta^{\prime}(\{x\})<\eta^{\prime}(X \backslash\{x\})$ for every $x \in X$. Then there exists a coupling $\tilde{\eta}$ of $\eta$ and $\eta^{\prime}$ that vanishes on a neighborhood of the diagonal of $X \times X$. If $\eta=\eta^{\prime}$ then the self-coupling $\tilde{\eta}$ may be chosen to be symmetric.
6.2. Markov operators. Let $X$ be a metric space. We denote by $\mathcal{B}(X)$ the Banach space of bounded measurable functions on $X$, with the norm

$$
\|\psi\|=\sup \{|\psi(x)|: x \in X\} .
$$

A Markov operator is a linear operator $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ of the form

$$
\begin{equation*}
\mathcal{T} \psi(x)=\int_{X} \psi(y) d \sigma_{x}(y) \tag{6.12}
\end{equation*}
$$

where $\left\{\sigma_{x}: x \in X\right\}$ is a measurable family of probability measures on $X$. It is clear that $\mathcal{T}$ is a bounded operator, with $\|\mathcal{T}\|=1$. We call it continuous if the map $x \mapsto \sigma_{x}$ is continuous relative to the weak* topology. Then $\mathcal{T}$ preserves the subspace $\mathcal{C}(X)$ of bounded continuous functions.

The dual operator $\mathcal{T}^{*}$ is defined on the space of bounded finitely additive signed measures $\eta$ on $X$ with the total variation norm (see [29, IV.4.5]) by

$$
\begin{equation*}
\mathcal{T}^{*} \eta=\int_{X} \sigma_{x} d \eta(x) \tag{6.13}
\end{equation*}
$$

The two are related by

$$
\begin{equation*}
\int_{X} \psi d\left(\mathcal{T}^{*} \eta\right)=\int_{X}(\mathcal{T} \psi) d \eta \text { for every } \psi \text { and } \eta \tag{6.14}
\end{equation*}
$$

A measure $\eta$ is $\mathcal{T}$-invariant if $\mathcal{T}^{*} \eta=\eta$. If $\mathcal{T}$ is continuous then $\mathcal{T}^{*}$ preserves the subspace of bounded (countably additive) signed measures on $X$.

Remark 6.12. If $\left\{\sigma_{x}: x \in X\right\}$ is such that every $\sigma_{x}$ is a generic measure then, cf. Remark 5.1, the range of the associated dual Markov operator $\mathcal{T}^{*} \eta=\int_{X} \sigma_{x} d \eta(x)$ is contained in the space of generic measures. In particular, any $\mathcal{T}$-invariant measure is a generic measure.

Suppose that $X$ comes with a transitive $G$-action $(g, x) \mapsto g x$. Grassmannian manifolds $\operatorname{Gr}(r, d)$ and flag varieties $\mathcal{F}(r, d)$ are the examples we have in mind. Then, to any probability measure $\nu$ on $G$ we may associate the Markov operators $\mathcal{P}_{\nu}$ and $\mathcal{P}_{\nu}^{*}$ in (3.1), (3.2), and (5.1)

$$
\begin{equation*}
\mathcal{P}_{\nu} \psi(x)=\int_{G} \psi(g x) d \nu(g) \text { and } \mathcal{P}_{\nu}^{*} \eta=\int_{G}\left(g_{*} \eta\right) d \nu(g) \tag{6.15}
\end{equation*}
$$

This corresponds to (6.12) with $\sigma_{x}=$ the push-forward of $\nu$ under the map $g \mapsto g x$. Note that $\mathcal{P}_{\nu}$ is continuous if the $G$-action is continuous, and a measure $\eta$ on $Z$ is $\mathcal{P}_{\nu}$-invariant precisely if it is $\nu$-stationary. These are the fundamental examples of Markov operators in our context, but we will have to deal with other types as well.

One reason is that the kind of conclusion we are seeking, namely, that stationary measures give small weights to a neighborhood of the equator is local in nature. That is consistent with the fact that the information on the dynamics we can extract from Proposition 5.5 is clearly local. In contrast, the property of being a stationary measure is not local: the restriction of a $\mathcal{P}_{\nu}$-invariant measure $\eta$ to some set $U \subset X$ is usually not a $\mathcal{P}_{\nu}$-invariant measure. The way we handle this is by finding a "localized" Markov operator, related to the original one and to the domain $U$ in an explicit manner, with respect to which the restriction $\eta \mid U$ is indeed an invariant measure.
Remark 6.13. The assumption that the $G$-action on $X$ is transitive means that $G \rightarrow X, g \mapsto g x$ is surjective for any fixed $x \in X$. Then every probability measure $\sigma$ on $X$ lifts (non-uniquely) to a probability measure $\mu$ on $G$ : use the Hahn-Banach and Riesz-Markov theorems. In particular, (6.12) may be written in the form

$$
\mathcal{T} \psi(x)=\int_{G} \psi(g x) d \mu_{x}(g)
$$

for some family $\left\{\mu_{x}: x \in X\right\}$ of probability measures on $G$. This general statement is not used in the present paper, but an explicit construction in a special case will appear in Lemma 16.1.
Proposition 6.14. Let $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be a Markov operator, $\eta$ be a $\mathcal{T}$ invariant measure, and $U \subset X$ be such that $\eta(U)>0$. Then there exists a Markov operator $\mathcal{T}_{U}: \mathcal{B}(U) \rightarrow \mathcal{B}(U)$ that leaves invariant the normalized restriction $\eta_{U}$ of $\eta$ to the subset $U$.

Proof. We are going to find $\left\{\sigma_{U, x}: x \in U\right\}$ such that $\mathcal{T}_{U} \psi(x)=\int_{U} \psi(y) d \sigma_{U, x}(y)$ preserves $\eta_{U}$. Let $\chi_{U}$ denote the characteristic function of $U$. Since $\eta$ is $\mathcal{T}$-invariant,

$$
\begin{aligned}
0 & =\int_{X}\left(\mathcal{T} \chi_{U}-\chi_{U}\right) d \eta=\int_{X}\left[\int_{X} \chi_{U}(y) d \sigma_{x}(y)-\chi_{U}(x)\right] d \eta(x) \\
& =\int_{U}\left[\sigma_{x}(U)-1\right] d \eta(x)+\int_{U^{c}} \sigma_{x}(U) d \eta(x)
\end{aligned}
$$

that is,

$$
\begin{equation*}
\int_{U} \sigma_{x}\left(U^{c}\right) d \eta(x)=\int_{U^{c}} \sigma_{x}(U) d \eta(x) \tag{6.16}
\end{equation*}
$$

Let $J$ be this number. If $J=0$, there is not much to do: $\eta_{U}$ turns out to be $\mathcal{T}$-invariant, and it suffices to take $\sigma_{U, x}=\sigma_{x}$ for $x \in U$. If $J>0$, define

$$
\begin{equation*}
\sigma_{U, x}=\left(\sigma_{x} \mid U\right)+\sigma_{x}\left(U^{c}\right) \frac{1}{J} \int_{U^{c}}\left(\sigma_{z} \mid U\right) d \eta(z) \tag{6.17}
\end{equation*}
$$

for each $x \in U$. In other words,

$$
\begin{aligned}
\mathcal{T}_{U} \psi(x) & =\int_{U} \psi(y) d \sigma_{x}(y)+\sigma_{x}\left(U^{c}\right) \frac{1}{J} \int_{U^{c}} \int_{U} \psi(y) d \sigma_{z}(y) d \eta(z) \\
\text { and } \mathcal{T}_{U}^{*} \xi & =\int_{U}\left(\sigma_{x} \mid U\right) d \xi(x)+\int_{U} \sigma_{x}\left(U^{c}\right) d \xi(x) \frac{1}{J} \int_{U^{c}}\left(\sigma_{z} \mid U\right) d \eta(z)
\end{aligned}
$$

Observe that $\sigma_{U, x}$ is a probability on $U$ :

$$
\sigma_{U, x}(U)=\sigma_{x}(U)+\sigma_{x}\left(U^{c}\right) \frac{1}{I} \int_{U^{c}} \sigma_{x}(U) d \xi(x)=\sigma_{x}(U)+\sigma_{x}\left(U^{c}\right)=1
$$

Moreover, by the definition of $J$,

$$
\begin{aligned}
\mathcal{T}^{*} \eta_{U} & =\int_{U}\left(\sigma_{x} \mid U\right) d \eta_{U}(x)+\int_{U} \sigma_{x}\left(U^{c}\right) d \eta_{U}(x) \frac{1}{J} \int_{U^{c}}\left(\sigma_{z} \mid U\right) d \eta(z) \\
& =\frac{1}{\eta(U)}\left(\int_{U}\left(\sigma_{x} \mid U\right) d \eta(x)+\int_{U^{c}}\left(\sigma_{z} \mid U\right) d \eta(z)\right)=\frac{1}{\eta(U)} \int_{X}\left(\sigma_{x} \mid U\right) d \eta(x)
\end{aligned}
$$

Each $\psi \in \mathcal{B}(U)$ may be viewed as an element of $\mathcal{B}(X)$ that vanishes outside $U$. Then

$$
\begin{aligned}
\int_{U} \psi d\left(\mathcal{T}_{U}^{*} \eta_{U}\right) & =\frac{1}{\eta(U)} \int_{X} \int_{U} \psi(y) d \sigma_{x}(y) d \eta(x)=\frac{1}{\eta(U)} \int_{X} \int_{X} \psi(y) d \sigma_{x}(y) d \eta(x) \\
& =\frac{1}{\eta(U)} \int_{X} \mathcal{T} \psi(x) d \eta(x)=\frac{1}{\eta(U)} \int_{X} \psi(x) d \eta(x)=\int_{U} \psi d \eta_{U}
\end{aligned}
$$

Thus, $\mathcal{T}^{*} \eta_{U}=\eta_{U}$, as we wanted to prove.
The operator $\mathcal{T}_{U}$ in Proposition 6.14 need not be continuous, in general. In the next proposition we fix that problem.

Proposition 6.15. Let $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be a Markov operator, $\eta$ be a $\mathcal{T}$ invariant measure, and $U \subset X$ be such that $\eta(U)>0$. Assume that $x \mapsto \sigma_{x}$ is continuous on $U$. Then there is a continuous Markov operator $\mathcal{T}_{U}: \mathcal{B}(U) \rightarrow \mathcal{B}(U)$ such that the normalized restriction $\eta_{U}$ is $\mathcal{T}_{U}$-invariant.

Proof. The strategy is to consider a monotone family $\left\{U_{t}: t \in[0,1]\right\}$ of subsets of $U$ with pairwise disjoint boundaries, and to associate to each $U_{t}$ a Markov operator $\mathcal{T}_{t}$ such that $\mathcal{T}_{t}^{*} \eta_{U}=\eta_{U}$. These operators will still be discontinuous, but we can get rid of the discontinuities by integrating with respect to $t$. The details follow.

As before, let $J$ be the number in (6.16). When $J=0$ there is nothing to do, because in that case the construction in Proposition 6.14 does yield a continuous Markov operator $\mathcal{T}_{U}$. From now on, assume that $J>0$. Let $a>0$ be a small number. For each $t \in[0,1]$, define $U_{t}=\left\{x \in U: d\left(x, U^{c}\right) \geqslant a t\right\}$ and

$$
J(t)=\int_{U} \sigma_{x}\left(U_{t}^{c}\right) d \eta(x)
$$

Note that $J(t) \geqslant J>0$. Then let $\xi_{t}$ be the probability measure defined on $U$ by

$$
\begin{equation*}
\int_{U}\left(\sigma_{x} \mid U_{t}\right) d \eta(x)+J(t) \xi_{t}=\eta \mid U \tag{6.18}
\end{equation*}
$$

Observe that $\xi_{t}$ is well defined (each $\sigma_{x} \mid U_{t}$ may be viewed as a measure on $U$, since $U_{t} \subset U$, and so all the terms in this identity are measures on $U$ ) and it is indeed a probability measure.

Now let $\mathcal{T}_{t}: \mathcal{B}(U) \rightarrow \mathcal{B}(U)$ be the Markov operator associated to the family

$$
\begin{equation*}
\sigma_{x, t}=\left(\sigma_{x} \mid U_{t}\right)+\sigma_{x}\left(U_{t}^{c}\right) \xi_{t} \tag{6.19}
\end{equation*}
$$

of probability measures on $U$. Condition (6.18) means that $\eta_{U}$ is $\mathcal{T}_{t}$-invariant:

$$
\begin{align*}
\mathcal{T}_{t}^{*} \eta_{U} & =\int_{U}\left(\sigma_{x} \mid U_{t}\right) d \eta_{U}(x)+\int_{U} \sigma_{x}\left(U_{t}^{c}\right) \xi_{t} d \eta_{U}(x) \\
& =\int_{U}\left(\sigma_{x} \mid U_{t}\right) d \eta_{U}(x)+\frac{J(t)}{\eta(U)} \xi_{t}=\eta_{U} \tag{6.20}
\end{align*}
$$

Next, define $\mathcal{T}_{U}$ to be the Markov operator associated to the family of probability measures

$$
\begin{equation*}
\sigma_{U, x}=\int_{0}^{1} \sigma_{x, t} d t \tag{6.21}
\end{equation*}
$$

It is clear from (6.20) that $\eta_{U}$ is $\mathcal{T}_{U}$-invariant.
We are left to show that the map $x \mapsto \sigma_{U, x}$ is continuous with respect to the weak* topology, that is, that

$$
\begin{equation*}
x \mapsto \int \varphi d \sigma_{U, x}=\int_{0}^{1}\left(\int_{U_{t}} \varphi(y) d \sigma_{x}(y)+\sigma_{x}\left(U_{t}^{c}\right) \int_{U} \varphi(z) d \xi_{t}(z)\right) d t \tag{6.22}
\end{equation*}
$$

is continuous for any bounded continuous function $\varphi: U \rightarrow \mathbb{R}$. This will be a consequence of the following fact:

Lemma 6.16. Let $Z$ be a metric space, $\sigma_{0}$ be a probability measure on $Z$ and $g: Z \rightarrow \mathbb{R}$ be a measurable function such that the closure of the set of discontinuity points has zero $\sigma_{0}$-measure. Then $\sigma_{0}$ is a continuity point of the map $\sigma \mapsto \int_{Z} g d \sigma$ in the space of probability measures on $Z$ with the weak* topology.

Proof. Denote by $R$ the closure of the set of discontinuity points. Given $\varepsilon>0$, let $V$ be an open neighborhood of $R$ whose closure $\bar{V}$ satisfies $\sigma_{0}(\bar{V})<\varepsilon$. Then $\sigma(\bar{V})<\varepsilon$ for any $\sigma$ in a weak* neighborhood of $\sigma_{0}$. By the Tietze extension theorem, there
exists a continuous function $h: Z \rightarrow \mathbb{R}$ coinciding with $g$ on the complement of $V$ and satisfying $\|h\| \leqslant\|g\|$. Then

$$
\left|\int_{Z} g d \sigma-\int_{Z} g d \sigma_{0}\right| \leqslant\left|\int_{Z} h d \sigma-\int_{Z} h d \sigma_{0}\right|+4\|g\| \varepsilon \leqslant(1+4\|g\|) \varepsilon
$$

for any $\sigma$ in a weak* neighborhood of $\sigma_{0}$. Thus, $\sigma_{0}$ is a continuity point.
Going back to proving the proposition, fix any $z \in U$ and consider $Z=X$ and $\sigma_{0}=\sigma_{z}$. Keep in mind that $x \mapsto \sigma_{x}$ is assumed to be continuous on $U$. Thus, applying Lemma 6.16 twice, to $g=\varphi \chi_{U_{t}}$ and to $g=\chi_{U_{t}^{c}}$, we see that $z$ is a point of discontinuity of

$$
\begin{equation*}
x \mapsto \int_{U_{t}} \varphi(y) d \sigma_{x}(y)+\sigma_{x}\left(U_{t}^{c}\right) \int_{U} \varphi(z) d \xi_{t}(z) \tag{6.23}
\end{equation*}
$$

only if the boundary $\partial U_{t}=\partial U_{t}^{c}$ has positive measure for $\sigma_{z}$. Since these boundaries are pairwise disjoint when $t$ varies, the latter can only happen for countably many values of $t$. Thus, we may apply Lemma 6.8 to $Z=X$ and the function $g(x, t)$ given by the right-hand side of (6.23), to conclude that (6.22) is continuous.

Remark 6.17. The localization procedure in Propositions 6.14 and 6.15 preserves the class of non-atomic measures and, when $X$ is an algebraic variety, also the class of generic measures. That is a direct consequence of (6.17), (6.18), (6.19), and Remark 5.1.
6.3. Invariant couplings. Let $X$ be a metric space $X$ and $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be a Markov operator, given by

$$
\mathcal{T} \psi(x)=\int_{X} \psi(y) d \sigma_{x}(y)
$$

A self-coupling of $\mathcal{T}$ is a Markov operator $\widetilde{\mathcal{T}}: \mathcal{B}(X \times X) \rightarrow \mathcal{B}(X \times X)$ of the form

$$
\begin{equation*}
\tilde{\mathcal{T}} \tilde{\psi}\left(x, x^{\prime}\right)=\int_{X \times X^{\prime}} \tilde{\psi}\left(y, y^{\prime}\right) d \tilde{\sigma}_{x, x^{\prime}}\left(y, y^{\prime}\right) \tag{6.24}
\end{equation*}
$$

where each $\tilde{\sigma}_{x, x^{\prime}}$ is a coupling of $\sigma_{x}$ and $\sigma_{x^{\prime}}^{\prime}$. The self-coupling $\widetilde{\mathcal{T}}$ is continuous if the map $\left(x, x^{\prime}\right) \mapsto \sigma_{x, x^{\prime}}$ is continuous on $X \times X$.
Lemma 6.18. If $\tilde{\eta}$ is a coupling of $\eta$ and $\eta^{\prime}$ and $\widetilde{\mathcal{T}}$ is a self-coupling of $\mathcal{T}$ then $\widetilde{\mathcal{T}}^{*} \tilde{\eta}$ is a coupling of $\mathcal{T}^{*} \eta$ and $\mathcal{T}^{*} \eta^{\prime}$.
Proof. Let $\tilde{\psi}: X \times X \rightarrow \mathbb{R}$ be any bounded measurable function that depends only on the first variable: $\tilde{\psi}\left(x, x^{\prime}\right)=\psi(x)$ for some $\psi \in \mathcal{B}(X)$. By definition,

$$
\begin{aligned}
\int_{X \times X} \tilde{\psi} d\left(\tilde{\mathcal{T}}^{*} \tilde{\eta}\right) & =\int_{X \times X} \int_{X \times X} \tilde{\psi}\left(y, y^{\prime}\right) d \tilde{\sigma}_{x, x^{\prime}}\left(y, y^{\prime}\right) d \tilde{\eta}\left(x, x^{\prime}\right) \\
& =\int_{X \times X} \int_{X \times X} \psi(y) d \tilde{\sigma}_{x, x^{\prime}}\left(y, y^{\prime}\right) d \tilde{\eta}\left(x, x^{\prime}\right)
\end{aligned}
$$

Since $\tilde{\sigma}_{x, x^{\prime}}$ projects to $\sigma_{x}$ and $\tilde{\eta}$ projects to $\eta$ on the first factor, this last expression may be written as

$$
\int_{X \times X} \int_{X} \psi(y) d \sigma_{x}(y) d \tilde{\eta}\left(x, x^{\prime}\right)=\int_{X} \int_{X} \psi(y) d \sigma_{x}(y) d \eta(x)=\int_{X} \psi d\left(\mathcal{T}^{*} \eta\right)
$$

This proves that $\tilde{\mathcal{T}}^{*} \tilde{\eta}$ projects to $\mathcal{T}^{*} \eta$ on the first factor. Analogously, it projects to $\mathcal{T}^{*} \eta^{\prime}$ on the second factor.

Lemma 6.19. Assume that $X$ is compact and $\tilde{\mathcal{T}}$ is continuous, and let $\eta$ and $\eta^{\prime}$ be $\mathcal{T}$-invariant probability measures on $X$. Given any coupling $\tilde{\eta}_{0}$ of $\eta$ and $\eta^{\prime}$, every accumulation point $\tilde{\eta}$ of the sequence

$$
\tilde{\eta}_{n}=\frac{1}{n} \sum_{j=0}^{n-1} \tilde{\mathcal{T}}^{n *} \tilde{\eta}_{0}
$$

is a $\widetilde{\mathcal{T}}$-invariant coupling of $\eta$ and $\eta^{\prime}$. In particular, $\widetilde{\mathcal{T}}$-invariant couplings do exist.
Proof. By Lemma 6.18, every $\tilde{\eta}_{n}$ is a coupling of $\eta$ and $\eta^{\prime}$. By compactness, there exists $\left(n_{i}\right)_{i} \rightarrow \infty$ such that $\left(\tilde{\eta}_{n_{i}}\right)_{i}$ converges to some $\tilde{\eta}$ in the weak* topology. Clearly, $\tilde{\eta}$ is still a coupling of $\eta$ and $\eta^{\prime}$. Let $\tilde{\psi}: X \times X \rightarrow \mathbb{R}$ be any bounded continuous function. The assumption ensures that $\tilde{\mathcal{T}} \tilde{\psi}$ is also continuous. Thus,

$$
\begin{aligned}
\int_{X \times X}(\tilde{\mathcal{T}} \tilde{\psi}-\tilde{\psi}) d \tilde{\eta} & =\lim _{i} \int_{X \times X}(\tilde{\mathcal{T}} \tilde{\psi}-\tilde{\psi}) d \tilde{\eta}_{n_{i}} \\
& =\lim _{i} \int_{X \times X} \frac{1}{n_{i}}\left(\tilde{\mathcal{T}}^{n_{i}} \tilde{\psi}-\tilde{\psi}\right) d \tilde{\eta}_{0}=0
\end{aligned}
$$

(recall that $\left\|\tilde{\mathcal{T}}^{n} \tilde{\psi}\right\| \leqslant\|\tilde{\psi}\|$ for every $n$ ). Thus, $\tilde{\mathcal{T}}^{*} \tilde{\eta}=\tilde{\eta}$, as we wanted to prove.
Remark 6.20. A self-coupling $\tilde{\mathcal{T}}$ is symmetric if $\sigma_{x^{\prime}, x}=\iota_{*} \sigma_{x, x^{\prime}}$ for all $x, x^{\prime} \in X$. If $\tilde{\mathcal{T}}$ is symmetric and $\tilde{\eta}$ is a symmetric self-coupling of $\eta^{\prime}$ then $\widetilde{\mathcal{T}}^{*} \tilde{\eta}$ is a symmetric self-coupling of $\widetilde{\mathcal{T}}^{*} \eta$. Moreover, the $\widetilde{\mathcal{T}}$-invariant self-coupling $\tilde{\eta}$ in Lemma 6.19 may be taken to be symmetric.
6.4. Margulis functions. As before, let

$$
\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X), \quad \mathcal{T} \psi(x)=\int_{X} \psi(y) d \sigma_{x}(y)
$$

be a Markov operator on a metric space $X$. Let $X=A \cup B$ be a partition of $X$ into disjoint sets $A$ and $B$. An (additive) Margulis function for $\mathcal{T}$ relative to ( $A, B$ ) is a measurable function $\Psi: X \rightarrow[0, \infty]$ such that there exist $\kappa_{A}>0$ and $\kappa_{B}>0$ such that

$$
\begin{align*}
& \mathcal{T} \Psi(x) \leqslant \Psi(x)-\kappa_{A} \text { for every } x \in A  \tag{6.25}\\
& \mathcal{T} \Psi(x) \leqslant \Psi(x)+\kappa_{B} \text { for every } x \in B . \tag{6.26}
\end{align*}
$$

( $\Psi$ is usually not bounded, but its image under $\mathcal{T}$ is easily defined using monotone convergence: let $\mathcal{T} \Psi=\lim _{n} \mathcal{T}(\min \{\Psi, n\})$. Then $\int_{X} \mathcal{T} \Psi d \zeta=\int \Psi d\left(\mathcal{T}^{*} \zeta\right)$ for any probability measure $\zeta$ on $X$.) We make following technical assumption, which is used in the context of (6.30): there exists $L>0$ such that $\Psi$ is lower semi-continuous on $\Psi^{-1}([L, \infty])$.

Margulis functions are a very effective tool for estimating the spatial distribution of $\mathcal{T}$-invariant measures. The simple lemma that follows illustrates this idea:
Lemma 6.21. Let $\Psi: X \rightarrow[0, \infty]$ be a Margulis function for a Markov operator $\mathcal{T}$ relative to a partition $(A, B)$. Let $\zeta$ be any measure on $X$ such that $\int \Psi d \zeta<\infty$ and $\int_{X} \mathcal{T} \Psi d \zeta \geqslant \int_{X} \Psi d \zeta$. Then

$$
\begin{equation*}
\zeta(B) \geqslant \frac{\kappa_{A}}{\kappa_{A}+\kappa_{B}} \zeta(X) \tag{6.27}
\end{equation*}
$$

In particular, this holds if $\zeta$ is $\mathcal{T}$-invariant and satisfies $\int \Psi d \zeta<\infty$.

Proof. We have

$$
\int_{X} \Psi d \zeta \leqslant \int_{X} \mathcal{T} \Psi d \zeta \leqslant \int_{X} \Psi d \zeta-\kappa_{A} \zeta(A)+\kappa_{B} \zeta(B)
$$

Thus, $\kappa_{A} \zeta(A)-\kappa_{B} \zeta(B) \leqslant 0$, which is the same as (6.27). To get the last claim, just note that $\int_{X} \mathcal{T} \Psi d \zeta=\int_{X} \Psi d \zeta$ if $\zeta$ is $\mathcal{T}$-invariant.

Remark 6.22. Given a set $Y \subset X$, we call multiplicative Margulis function for $\mathcal{T}$ relative to $(X, Y)$ any measurable function $\Phi: X \rightarrow[1, \infty]$ such that $\log \Phi$ is uniformly continuous, $\Phi(x)=\infty$ if and only if $x \in Y, \Phi$ is a proper function on $X \backslash Y$, and there exist constants $c<1$ and $b<\infty$ such that

$$
\begin{equation*}
\mathcal{T} \Phi(x) \leqslant c \Phi(x)+b \text { for all } x \in X \tag{6.28}
\end{equation*}
$$

If $\Phi$ is a multiplicative Margulis function then $\log \Phi$ is an additive Margulis function relative to the partition $(A, B)$ defined by

$$
A=\{x \in X: \Phi(x)>\alpha\} \text { and } B=\{x \in X: \Phi(x) \leqslant \alpha\}
$$

for any $\alpha>b /(1-c)$. Indeed, the Jensen inequality implies that

$$
\mathcal{T} \log \Phi(x) \leqslant \log \mathcal{T} \Phi(x) \leqslant \log (c \Phi(x)+b) \text { for every } x
$$

Moreover,

$$
\log (c y+b) \leqslant \begin{cases}\log y+\log (c+b) & \text { for every } y \geqslant 1 \\ \log y+\log (c+b / \alpha) & \text { if } y>\alpha\end{cases}
$$

Thus, we may take $\kappa_{A}=-\log (c+b / \alpha)>0$ and any $\kappa_{B} \geqslant \log (c+b)$. On the other hand, as was already pointed out in the Introduction, it is not true that if $\Psi$ is an additive Margulis function then $\exp \Psi$ is a multiplicative one.
Proposition 6.23. Assume that $X$ is compact and let $\tilde{\mathcal{T}}$ be a continuous selfcoupling of $\mathcal{T}$. Let $\Psi: X \times X \rightarrow[0,+\infty]$ be a Margulis function for $\tilde{\mathcal{T}}$ which is bounded outside every neighborhood of the diagonal, and let $\eta$ be a non-atomic $\mathcal{T}$-invariant measure on $X$. Then one can find a $\tilde{\mathcal{T}}$-invariant self-coupling $\tilde{\eta}$ of $\eta$ and a sequence $\left(\tilde{\eta}_{j}\right)_{j}$ of self-couplings of $\eta$ converging to $\tilde{\eta}$ in the weak* topology and such that

$$
\begin{equation*}
\int_{X \times X} \Psi d \tilde{\eta}_{j}<\infty \text { and } \int_{X \times X} \tilde{\mathcal{T}} \Psi d \tilde{\eta}_{j} \geqslant \int_{X \times X} \Psi d \tilde{\eta}_{j} \text { for every } j \tag{6.29}
\end{equation*}
$$

Proof. By Corollary 6.11, there exists some self-coupling $\hat{\eta}_{0}$ of $\eta$ that vanishes on a neighborhood of the diagonal. Then $\int_{X \times X} \Psi d \hat{\eta}_{0}$ is finite. Conditions (6.25) and (6.26) imply that $\widetilde{\mathcal{T}}^{j} \Psi(x) \leqslant \Psi(x)+j \kappa_{B}$ for every $x \in X$, and so

$$
\int_{X \times X} \widetilde{\mathcal{T}}^{j} \Psi d \hat{\eta}_{0} \leqslant \int_{X \times X} \Psi d \hat{\eta}_{0}+j \kappa_{B}<\infty
$$

for every $j$. Let $\tilde{\eta}=\lim _{i} \hat{\eta}_{n_{i}}$ be any weak* accumulation point of the sequence

$$
\hat{\eta}_{n}=\frac{1}{n} \sum_{j=0}^{n-1} \widetilde{\mathcal{T}}^{n *} \hat{\eta}_{0}
$$

As noted in Lemma 6.19, every $\hat{\eta}_{n}$ is a self-coupling of $\eta$ with $\int_{X \times X} \Psi d \hat{\eta}_{n}<\infty$, and $\tilde{\eta}$ is a $\widetilde{\mathcal{T}}$-invariant self-coupling of $\eta$.

If $\int_{X} \Psi d \tilde{\eta}$ is finite then the claim follows by taking $\tilde{\eta}_{j}=\tilde{\eta}$ for every $j$. In this case the equality holds on the second part of (6.29). Now suppose that $\int_{X} \Psi d \tilde{\eta}$ is infinite. By the lower semi-continuity assumption on $\Psi$, this implies that

$$
\begin{equation*}
\int_{X} \Psi d \hat{\eta}_{n_{i}} \rightarrow \infty \text { as } i \rightarrow \infty . \tag{6.30}
\end{equation*}
$$

Then $\int_{X} \Psi d\left(\widetilde{\mathcal{T}}^{* n} \hat{\eta}_{0}\right)$ must be unbounded. In particular, one can find $\left(m_{j}\right)_{j} \rightarrow \infty$ such that
$\int_{X \times X} \widetilde{\mathcal{T}} \Psi d \hat{\eta}_{m_{j}}-\int_{X \times X} \Psi d \hat{\eta}_{m_{j}}=\frac{1}{m_{j}}\left(\int_{X \times X} \Psi d\left(\widetilde{\mathcal{T}}^{* m_{j}} \hat{\eta}_{0}\right)-\int_{X \times X} \Psi d \hat{\eta}_{0}\right) \geqslant 0$.
Thus, it suffices to take $\tilde{\eta}_{j}=\hat{\eta}_{m_{j}}$ for every $j$.
6.5. Adapted operators. Let $Z$ be an algebraic variety endowed with a continuous $G$-action $(g, z) \mapsto g z$. Let $\nu$ be a compactly supported probability measure on $G$, and $\eta$ be a $\nu$-stationary probability measure on $Z$. For each $z \in Z$, let $\nu_{z}$ denote the push-forward of $\nu$ under the map $g \mapsto g z$.

Let $X \subset Z$ and $a_{X}>0$ be some small number. Consider the family of subsets $X_{t}=\left\{x \in X: d(x, Z \backslash X) \geqslant a_{X} t\right\}, t \in[0,2]$. Note that $t \mapsto X_{t}$ is monotone decreasing. Define the $\nu$-core of $X$ to be

$$
\begin{equation*}
\mathcal{X}_{\nu} X=\left\{x \in X_{2}: g x \in X_{2} \text { for all } g \in \operatorname{supp} \nu\right\} \tag{6.31}
\end{equation*}
$$

The complement $\partial_{\nu} X=X \backslash \mathcal{X}_{\nu} X$ is called the $\nu$-border of $X$. Define also

$$
\begin{equation*}
\mathcal{X}_{\nu}^{\#} X=\left\{x \in \mathcal{X}_{\nu} X: g^{-1} x \in \mathcal{X}_{\nu} X \text { for all } g \in \operatorname{supp} \nu\right\} . \tag{6.32}
\end{equation*}
$$

It is clear that $\mathcal{X}_{\nu}^{\#} X \subset \mathcal{X}_{\nu} X \subset X_{2} \subset X$. Moreover,

$$
\begin{align*}
& \nu_{x}\left(X \backslash X_{2}\right)=0 \text { for all } x \in \mathcal{X}_{\nu} X, \text { and }  \tag{6.33}\\
& \nu_{x}\left(\mathcal{X}_{\nu}^{\#} X\right)=0 \text { for all } x \in \partial_{\nu} X \tag{6.34}
\end{align*}
$$

Example 6.24. In our initial applications, $Z$ will be a Grassmannian manifold $\operatorname{Gr}(r, d)$ and $X$ will be the closed $\varepsilon$-neighborhood $E_{r}(\varepsilon)$ of the subset of $r$-dimensional subspaces of $\mathbb{R}^{d}$ contained in the equator $E$. Later we will also take $Z$ to be a flag variety $\mathcal{F}(r, d)$ and $X$ to be the closed subset $E_{r}^{\diamond}(\varepsilon)$ of flags whose $r$-coordinate $F_{r}$ is in $E_{r}(\varepsilon)$. We will always take $a_{X}=\varepsilon / 100$, which means that $X_{t}=E_{r}((1-t / 100) \varepsilon)$ and $X_{t}=E_{r}^{\diamond}((1-t / 100) \varepsilon)$, respectively, for all $t \in[0,2]$.

A Markov operator $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ is said to be adapted to $(\nu, X)$ if the associated family of probability measures $\left\{\sigma_{x}: x \in X\right\}$ satisfies
(a) $\sigma_{x}=\nu_{x}$ for every $x$ in a neighborhood of the $\nu$-core $\mathcal{X}_{\nu} X$;
(b) $\sigma_{x}\left(\mathcal{X}_{\nu}^{\#} X\right)=0$ for every $x$ in the $\nu$-border $\partial_{\nu} X$;
(c) $\sigma_{x}$ is generic for every $x \in X$.

The assumption of the next proposition implies that $x \mapsto \sigma_{x}$ is continuous on $U$, and so Proposition 6.15 does hold in this setting. The assumption is satisfied, in particular, if the Markov operator $\mathcal{T}$ is adapted to $(\nu, X)$ and $U$ is a subset of the $\nu$-core of $X$.

Proposition 6.25. Let $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be a Markov operator, $\eta$ be a $\mathcal{T}$ invariant measure, and $U \subset X$ be such that $\eta(U)>0$. Suppose that
(a) $\sigma_{x}=\nu_{x}$ for every $x \in U$;
(b) $\sigma_{x}\left(\mathcal{X}_{\nu}^{\#} U\right)=0$ for every $x \notin U$;
(c) $\sigma_{x}$ is a generic measure for every $x \in X$.

Then the continuous Markov operator $\mathcal{T}_{U}: \mathcal{B}(U) \rightarrow \mathcal{B}(U)$ given by Proposition 6.15 is adapted to $(\nu, U)$.

Proof. Let $U^{c}=X \backslash U$ and $U_{t}^{c}=X \backslash U_{t}$. Recall that $\mathcal{T}_{U}$ is given by the probability measures $\sigma_{U, x}$ defined in (6.21). Since $\eta=\int_{X} \sigma_{y} d \eta(y)$, because $\eta$ is assumed to be $\mathcal{T}$-invariant, the definition (6.18) of $\xi_{t}$ means that

$$
\xi_{t}=\frac{1}{J(t)}\left(\int_{U^{c}}\left(\sigma_{y} \mid U\right) d \eta(y)+\int_{U}\left(\sigma_{y} \mid U \cap U_{t}^{c}\right) d \eta(y)\right)
$$

and so

$$
\begin{equation*}
\sigma_{x, t}=\left(\sigma_{x} \mid U_{t}\right)+\frac{\sigma_{x}\left(U_{t}^{c}\right)}{J(t)}\left(\int_{U^{c}}\left(\sigma_{y} \mid U\right) d \eta(y)+\int_{U}\left(\sigma_{y} \mid U \cap U_{t}^{c}\right) d \eta(y)\right) \tag{6.35}
\end{equation*}
$$

Condition (c) in the definition of an adapted operator follows directly from Remark 6.17. Let us check conditions (a) and (b).

If $x \in \mathcal{X}_{\nu} U$ then $g x \in U_{2}$ for every $g \in \operatorname{supp} \nu$. Since $U_{1}$ is a neighborhood of $U_{2}$, and the support of $\nu$ is compact, it follows that there exists a neighborhood $V$ of $\mathcal{X}_{\nu} U$ such that $g x \in U_{1}$ for every $x \in V$ and $g \in \operatorname{supp} \nu$. Thus $\sigma_{x}\left(U_{1}^{c}\right)=\nu_{x}\left(U_{1}^{c}\right)=0$, and so, for all $t \in[0,1]$, the second term on the right hand side of (6.35) vanishes, which means that $\sigma_{x, t}=\sigma_{x}=\nu_{x}$. Integrating with respect to $t$, we find that $\sigma_{U, x}=\sigma_{x}=\nu_{x}$ for all $x \in V$, which proves condition (a).

Now consider $x \in \partial_{\nu} U$. We claim that all three terms on the right-hand side of (6.35) vanish on $\mathcal{X}_{\nu}^{\#} U$. Initially, (6.34) implies that $\sigma_{x}\left(\mathcal{X}_{\nu}^{\#} U\right)=\nu_{x}\left(\mathcal{X}_{\nu}^{\#} U\right)=0$, which sets the claim for the first term. The case of the second term is an immediate consequence of the assumption that $\sigma_{y}\left(\mathcal{X}_{\nu}^{\#} U\right)=0$ for every $y \in U^{c}$. Finally, $\left(\sigma_{y} \mid U \cap U_{t}^{c}\right)\left(\mathcal{X}_{\nu}^{\#} U\right)=0$ for every $y \in U$ and $t \in[0,1]$, just because $\mathcal{X}_{\nu}^{\#} U$ is contained in $U_{t}$. Hence, the third term is also zero on $\mathcal{X}_{\nu}^{\#} U$. This proves that $\sigma_{x, t}\left(\mathcal{X}_{\nu}^{\#} U\right)=0$ for all $t \in[0,1]$, which implies that $\sigma_{U, x}$ satisfies (b).

Remark 6.26. By definition $\nu_{x}\left(\mathcal{X}_{\nu}^{\#} U\right)=0$ for every $x \notin U$. Compare conditions (a) and (b) in Proposition 6.25.

## 7. Outline of the proof

Given any subspaces $U$ and $V$ of $\mathbb{R}^{d}$, define

$$
\begin{equation*}
d(U, V)=\sup _{u \in U} \inf _{v \in V} d(u, v)=\sup _{u \in U} \inf _{v \in V}|\sin \angle(u, v)| . \tag{7.1}
\end{equation*}
$$

Then $0 \leqslant d(U, V) \leqslant 1$, with $d(U, V)=0$ if and only if $U \subset V$ and $d(U, V)=1$ if and only if $U \cap V^{\perp} \neq\{0\}$. In particular,

$$
\begin{equation*}
\operatorname{dim} U>\operatorname{dim} V \quad \Rightarrow \quad d(U, V)=1 \tag{7.2}
\end{equation*}
$$

It is also clear that $d\left(U_{2}, V_{1}\right) \geqslant d\left(U_{1}, V_{2}\right)$ whenever $U_{1} \subset U_{2}$ and $V_{1} \subset V_{2}$.
The function $d(\cdot, \cdot)$ in (7.1) is clearly not symmetric, in general. However, its restriction to each Grassmannian manifold $\operatorname{Gr}(r, d)$ turns out to be a distance, invariant under the action of the orthogonal group $\mathrm{O}(d)$ on the Grassmannian. The case $r=1$ is just (5.16).

Let $E_{r} \subset \operatorname{Gr}(r, d)$ be the set of $r$-dimensional subspaces contained in the equator E. In particular, $\operatorname{Gr}(1, d)=P$ and $E_{1}=E$. For $\varepsilon>0$, let $E_{r}(\varepsilon) \subset \operatorname{Gr}(r, d)$ be the closed $\varepsilon$-neighborhood of $E_{r}$. We also denote $E_{r}\left(\varepsilon, \varepsilon^{\prime}\right)=E_{r}(\varepsilon) \backslash E_{r}\left(\varepsilon^{\prime}\right)$ for
$0<\varepsilon^{\prime}<\varepsilon$. For each $X=E_{r}(\varepsilon)$, we always take $a_{X}=\varepsilon / 100$ in the definition (6.31) of the $\nu$-core $\mathcal{X}_{\nu} X$ and the $\nu$-border $\partial_{\nu} X$.
7.1. Main inductive statement. We are going to prove Theorem B by contradiction: suppose that there exists a discontinuity point $\nu_{\infty}$ for the largest Lyapunov exponent $\lambda_{1}$. Then, as we saw in Section 5 (Proposition 5.2 and Corollary 5.4), there exists a sequence $\left(\nu_{k}\right)_{k}$ of generic measures with Zariski-dense supports converging to some $\nu_{\infty}$ on $G$ and such that their (unique) stationary measures $\left(\eta_{k}\right)_{k}$ on $P$ converge to a $\nu_{\infty}$-stationary measure $\eta_{\infty}$ satisfying $\eta_{\infty}(E)>0$.

Theorem 7.1. Let $1 \leqslant r \leqslant d$ and suppose that there exist constants $\varepsilon_{r}>0$ and $n_{r} \in \mathbb{N}$ such that:
(i) For each $k \in \mathbb{N}$ there is a continuous Markov operator

$$
\mathcal{T}_{k, r}: \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right) \rightarrow \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right), \quad \mathcal{T}_{k, r} \varphi(x)=\int_{E_{r}\left(\varepsilon_{r}\right)} \varphi(y) d \sigma_{k, r, x}(y)
$$

adapted to $\left(\nu_{k}^{\left(n_{r}\right)}, E_{r}\left(\varepsilon_{r}\right)\right)$.
(ii) For each $k \in \mathbb{N}$ there is a $\mathcal{T}_{k, r}$-invariant probability measure $\eta_{k, r}$ on $E_{r}\left(\varepsilon_{r}\right)$ such that $\eta_{\infty, r}=\lim _{k} \eta_{k, r}$ exists and satisfies $\eta_{\infty, r}\left(E_{r}\right)>0$.
If $r<\operatorname{dim} E$ then there exist constants $\varepsilon_{r+1}$ and $K_{r+1} \in \mathbb{N}$ such that (i) and (ii) hold when $r$ is replaced with $r+1$. If $r=\operatorname{dim} E$ then (i) and (ii) cannot happen.

By Remark 6.12, the invariant measures $\eta_{k, r}$ are automatically generic measures.
Remark 7.2. Since the support of $\nu_{k}$ is Zariski-dense, it follows from Proposition 5.2 that for each $1 \leqslant r \leqslant d$ there exists a unique $\nu_{k}$-stationary probability measure $\hat{\eta}_{k, r}$ in $\operatorname{Gr}(r, d)$. However, even if we assume that there exists a subsequence along which $\left(\hat{\eta}_{k, 1}\right)_{k}$ converges to a measure $\hat{\eta}_{\infty, 1}$ with $\hat{\eta}_{\infty, 1}(E)>0$, it is not clear that for any $r>1$ the sequence $\left(\hat{\eta}_{k, r}\right)_{k}$ admits a subsequence converging to some measure $\hat{\eta}_{\infty, r}$ with $\hat{\eta}_{\infty, r}\left(E_{r}\right)>0$. Thus, Theorem 7.1 is not immediately obvious. Indeed, our measures $\eta_{k, r}$ on $E_{r}\left(\varepsilon_{r}\right)$ are not the normalized restrictions of the $\hat{\eta}_{k, r}$.

To deduce Theorem B, note that the assumptions of Theorem 7.1 hold for $r=1$, with $n_{1}=1$ and $\varepsilon_{1}=1$, so that $E_{1}\left(\varepsilon_{1}\right)=P$, and

$$
\mathcal{T}_{k, 1}=\mathcal{P}_{\nu_{k}}: \mathcal{B}(P) \rightarrow \mathcal{B}(P) \text { and } \eta_{k, 1}=\eta_{k} \text { for } k \in \mathbb{N} .
$$

Indeed, it is clear that $\mathcal{P}_{\nu_{k}}$ is adapted to $\left(\nu_{k}, P\right)$ and leaves $\eta_{k}$ invariant. Recall that $\nu_{k}$ is taken to be generic for $k \in \mathbb{N}$. Moreover, the limit $\eta_{\infty, 1}=\eta_{\infty}$ satisfies $\eta_{\infty}(E)>0$. Then we can iterate Theorem 7.1 until we arrive at the case $r=\operatorname{dim} E$, which leads to a contradiction, which proves Theorem B.

The proof of Theorem 7.1 occupies what is left of this paper. In the remainder of the present section we outline the main ideas. Initially, we discuss the case $r=1$, which involves many of the ingredients of the general step, though not all. Then we hint at how these ideas can be extended to $r>1$.

Throughout, $E_{1}(\varepsilon)^{2}=E_{1}(\varepsilon) \times E_{1}(\varepsilon)$ and $E_{1}\left(\varepsilon, \varepsilon^{\prime}\right)^{2}=E_{1}\left(\varepsilon, \varepsilon^{\prime}\right) \times E_{1}\left(\varepsilon, \varepsilon^{\prime}\right)$ for any $0<\varepsilon^{\prime}<\varepsilon$. The following simple fact will be used a few times:

Remark 7.3. Given any $\beta>0$ and $n \in \mathbb{N}$, the neighborhood $E_{r}(\alpha)$ is contained in the $\nu_{\infty}^{(n)}$-core of $E_{r}(\beta / 2)$ for all $1 \leqslant r \leqslant d$ if $\alpha$ is sufficiently small, depending only on $\nu_{\infty}, n$ and $\beta$. This is because the equator $E$ is $\nu_{\infty}$-invariant. Since $\operatorname{supp} \nu_{k}^{(n)}$
converges to $\operatorname{supp} \nu_{\infty}^{(n)}$, it follows that if $\alpha>0$ is sufficiently small and $k \in \mathbb{N}$ is large enough, depending only on $\nu_{\infty}, n$ and $\beta$, then $E_{r}(\alpha)$ is contained in the $\nu_{k}^{(n)}$-core of $E_{r}(\beta)$ for all $1 \leqslant r \leqslant d$.
7.2. First step. Let us consider constants $\varepsilon_{1}>0$ and $n_{1} \in \mathbb{N}$, continuous Markov operators

$$
\mathcal{T}_{k, 1}: \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)\right) \rightarrow \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)\right), \quad \mathcal{T}_{k, 1} \varphi(x)=\int_{G} \varphi(y) d \sigma_{k, 1, x}(y)
$$

and $\mathcal{T}_{k, 1}$-invariant measures $\eta_{k, 1}$ as in Theorem 7.1. We may start from $n_{1}=1$ and $\varepsilon_{1}=1$, as in the previous section, but along the way we replace the operators with convenient iterates, which means that $n_{1}$ is increased, and we also localize them to suitable neighborhoods of the equator $E$, using Propositions 6.15 and 6.25 and Remark 7.3 , which entails reducing $\varepsilon_{1}$.

The way we set this is by replacing $n_{1}$ with a variable $n \in \mathbb{N}$, which we think of as a free parameter, and by taking $\mathcal{T}_{k, 1}$ and $\varepsilon_{1}$ as functions of $n$. The conditions on $\varepsilon_{1}$ are given in (7.3) and (9.12), depending on $\nu_{\infty}, \delta$ and $n$. The condition on $n$ is stated only near the end of the construction, in (11.13), depending on $\nu_{\infty}$ and $\delta$.

1. Up to reducing $\varepsilon_{1}$ if necessary, it is no restriction to assume that

$$
\begin{equation*}
\eta_{\infty, 1}\left(E_{1}\left(\varepsilon_{1}\right) \backslash E\right)<\frac{1}{10} \eta_{\infty, 1}(E) \tag{7.3}
\end{equation*}
$$

That may be seen as follows. Since $\eta_{\infty, 1}\left(E_{1}(\alpha)\right)$ converges to $\eta_{\infty, 1}(E)$ as $\alpha \rightarrow 0$, and the limit is assumed to be positive, we have

$$
\begin{equation*}
\eta_{\infty, 1}\left(E_{1}(\alpha) \backslash E\right)<\frac{1}{10} \eta_{\infty, 1}(E) \tag{7.4}
\end{equation*}
$$

for every small $\alpha>0$. By Remark 7.3,

$$
\begin{equation*}
E_{1}(\alpha) \text { is contained in the } \nu_{k}^{(n)} \text {-core of } E_{1}\left(\varepsilon_{1}\right) \tag{7.5}
\end{equation*}
$$

for every large $k$ and every small $\alpha>0$. Clearly,

$$
\begin{equation*}
\eta_{\infty, 1}\left(\partial E_{1}(\alpha)\right)=0 \tag{7.6}
\end{equation*}
$$

for all but countably many values of $\alpha$. Fix $\alpha>0$, depending only on $\nu_{\infty}$ and $\varepsilon_{1}$, satisfying (7.4), (7.5) and (7.6).

Applying Proposition 6.25 with $X=E_{1}\left(\varepsilon_{1}\right), U=E_{1}(\alpha), \nu=\nu_{k}^{(n)}$ and $\mathcal{T}=\mathcal{T}_{k, 1}$, for $k$ large, we get a continuous Markov operator

$$
\mathcal{T}_{k, 1}^{\prime}: \mathcal{B}\left(E_{1}(\alpha)\right) \rightarrow \mathcal{B}\left(E_{1}(\alpha)\right)
$$

adapted to $\left(\nu_{k}^{(n)}, E_{1}(\alpha)\right)$ and leaving invariant the normalized restriction $\eta_{k, 1}^{\prime}$ of $\eta_{k, 1}$ to $E(\alpha)$. Replace $\varepsilon_{1}, \mathcal{T}_{k, 1}$, and $\eta_{k, 1}$ with $\alpha, \mathcal{T}_{k, 1}^{\prime}$, and $\eta_{k, 1}^{\prime}$, respectively. Conditions (i) and (ii) in Theorem 7.1 are not affected by this: in particular, observe that (7.6) ensures that $\left(\eta_{k, 1}^{\prime}\right)_{k} \rightarrow \eta_{\infty, 1}^{\prime}$. Then (7.3) just corresponds to (7.4).

We also introduce a suitable continuous self-coupling

$$
\begin{align*}
& \tilde{\mathcal{T}}_{k, 1}: \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right) \\
& \tilde{\mathcal{T}}_{k, 1} \tilde{\varphi}\left(x, x^{\prime}\right)=\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \tilde{\varphi}\left(y, y^{\prime}\right) d \tilde{\sigma}_{k, 1, x, x^{\prime}}\left(y, y^{\prime}\right) \tag{7.7}
\end{align*}
$$

of the operator $\mathcal{T}_{k, 1}$ such that

$$
\begin{equation*}
\widetilde{\mathcal{T}}_{k, 1} \tilde{\varphi}\left(x, x^{\prime}\right)=\int_{G} \tilde{\varphi}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \tag{7.8}
\end{equation*}
$$

when $x$ and $x^{\prime}$ are both close to the equator $E$.
2. Consider $\varepsilon_{1}^{\prime \prime \prime} \in\left(0, \varepsilon_{1}\right)$ and a sequence $\left(\omega_{k, 1}\right)_{k}$ decreasing to zero. Property (7.3) ensures that

$$
\begin{equation*}
\eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}, \varepsilon_{1}^{\prime \prime \prime}\right)\right)<\frac{2}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) \tag{7.9}
\end{equation*}
$$

for every large $k$. Define $A_{k}$ and $B_{k}=B^{\prime} \cup B_{k}^{\prime \prime}$ through

$$
\begin{align*}
A_{k} & =\left\{\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)^{2}: d\left(x+x^{\prime}, E\right)>\omega_{k, 1}\right\}  \tag{7.10}\\
B^{\prime} & =\left\{\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}: d(x, E)>\varepsilon_{1}^{\prime \prime \prime} \text { or } d\left(x^{\prime}, E\right)>\varepsilon_{1}^{\prime \prime \prime}\right\}  \tag{7.11}\\
B_{k}^{\prime \prime} & =\left\{\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}: d\left(x+x^{\prime}, E\right) \leqslant \omega_{k, 1}\right\} . \tag{7.12}
\end{align*}
$$

It is clear that $A_{k}$ and $B_{k}=B^{\prime} \cup B_{k}^{\prime \prime}$ are disjoint, and their union is the whole $E_{1}\left(\varepsilon_{1}\right)^{2}$. For every large $k$, we have $\omega_{k, 1}<\varepsilon_{1}^{\prime \prime \prime}$ and, in view of the definition (7.1), that ensures that $B^{\prime}$ and $B_{k}^{\prime \prime}$ are also disjoint. Moreover, (7.2) implies that $B_{k}^{\prime \prime}=\varnothing$ if $\operatorname{dim} E=1$.


Figure 2. A sketch of the partition of $E_{1}\left(\varepsilon_{1}\right)^{2}$ into the sets $A_{k}$, $B^{\prime}$, and $B_{k}^{\prime \prime}$. The latter converges to the central point $(E, E)$ when $k \rightarrow \infty$, because $\omega_{k, 1} \rightarrow 0$.

Suppose that for $n \in \mathbb{N}$ sufficiently large there exist constants $\kappa_{A}, \kappa_{B}>0$ with $\kappa_{A}>9 \kappa_{B}$, and for each large $k \in \mathbb{N}$ there exists a lower semi-continuous function $\Psi_{k, 1}: E_{1}\left(\varepsilon_{1}\right)^{2} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \widetilde{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)-\kappa_{A} \text { for every }\left(x, x^{\prime}\right) \in A_{k}  \tag{7.13}\\
& \widetilde{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)+\kappa_{B} \text { for every }\left(x, x^{\prime}\right) \in B_{k} \tag{7.14}
\end{align*}
$$

Then $\Psi_{k, 1}$ is a Margulis function for the operator $\widetilde{\mathcal{T}}_{k, 1}$ relative to the partition $\left(A_{k}, B_{k}\right)$ of $E_{1}\left(\varepsilon_{1}\right)^{2}$. Combining Proposition 6.23 with Lemma 6.21 , we conclude
that there exist self-couplings $\tilde{\eta}_{k, 1, j}$ of $\eta_{k, 1}$ such that $\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \Psi_{k, 1} d \tilde{\eta}_{k, 1, j}$ is finite and

$$
\begin{align*}
\tilde{\eta}_{k, 1, j}\left(B_{k}\right) & \geqslant \frac{\kappa_{A}}{\kappa_{A}+\kappa_{B}} \tilde{\eta}_{k, 1, j}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right) \\
& >\frac{9}{10} \tilde{\eta}_{k, 1, j}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)=\frac{9}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) \tag{7.15}
\end{align*}
$$

Moreover, $\left(\tilde{\eta}_{k, 1, j}\right)_{j}$ may be taken to converge to a $\widetilde{\mathcal{T}}_{k, 1}$-invariant self-coupling $\tilde{\eta}_{k, 1}$ of $\eta_{k, 1}$.

The fact that $\tilde{\eta}_{k, 1, j}$ is a self-coupling of $\eta_{k, 1}$ together with the inequality (7.9) ensure that

$$
\begin{equation*}
\tilde{\eta}_{k, 1, j}\left(B^{\prime}\right) \leqslant 2 \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}, \varepsilon_{1}^{\prime \prime \prime}\right)\right)<\frac{4}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) . \tag{7.16}
\end{equation*}
$$

Subtracting (7.16) from (7.15), we conclude that

$$
\begin{equation*}
\tilde{\eta}_{k, 1, j}\left(B_{k}^{\prime \prime}\right)>\frac{5}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right)>0 \tag{7.17}
\end{equation*}
$$

This yields a contradiction when $\operatorname{dim} E=1$ because, as observed previously, in that case the set $B_{k}^{\prime \prime}$ is empty.
3. If $\operatorname{dim} E \geqslant 2$, consider the map

$$
\Sigma: E_{1}\left(\varepsilon_{1}\right)^{2} \rightarrow \operatorname{Gr}(2, d), \quad \Sigma\left(x, x^{\prime}\right)=x+x^{\prime}
$$

The fact that $\Sigma$ is not defined on the diagonal of $E_{1}\left(\varepsilon_{1}\right)^{2}$ need not concern us at this stage: we will deal with it in Section 11.3. For each large $k$, let $\eta_{k, 2}=\Sigma_{*} \tilde{\eta}_{k, 1}$ and $\left\{\hat{\eta}_{k, 1, y}: y \in \operatorname{Gr}(2, d)\right\}$ be a disintegration of $\tilde{\eta}_{k, 1}$ with respect to the partition $\left\{\Sigma^{-1} y: y \in \operatorname{Gr}(2, d)\right\}$ of $E_{1}\left(\varepsilon_{1}\right)^{2}$. Then define

$$
\mathcal{T}_{k, 2}: \mathcal{B}\left(\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)\right) \rightarrow \mathcal{B}\left(\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)\right), \quad \mathcal{T}_{k, 2} \psi(y)=\int_{\Sigma^{-1} y} \widetilde{\mathcal{T}}_{k, 1}(\psi \circ \Sigma) d \hat{\eta}_{k, 1, y}
$$

The measure $\eta_{k, 2}$ is $\mathcal{T}_{k, 2}$-invariant. Indeed, since $\tilde{\eta}_{k, 1}$ is $\widetilde{\mathcal{T}}_{k, 1}$-invariant,

$$
\begin{aligned}
\int_{\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)} \mathcal{T}_{k, 2} \psi d \eta_{k, 2} & =\int_{\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)} \int_{\Sigma^{-1} y} \widetilde{\mathcal{T}}_{k, 1}(\psi \circ \Sigma) d \hat{\eta}_{k, 1, y} d \eta_{k, 2}(y) \\
& =\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \widetilde{\mathcal{T}}_{k, 1}(\psi \circ \Sigma) d \tilde{\eta}_{k, 1}=\int_{E_{1}\left(\varepsilon_{1}\right)^{2}}(\psi \circ \Sigma) d \tilde{\eta}_{k, 1} \\
& =\int_{\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)} \psi d \eta_{k, 2}
\end{aligned}
$$

for any $\psi \in \mathcal{B}\left(\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)\right)$. Taking the limit as $j \rightarrow \infty$ in (7.17), we find that

$$
\begin{equation*}
\tilde{\eta}_{k, 1}\left(B_{k}^{\prime \prime}\right) \geqslant \frac{5}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) \tag{7.18}
\end{equation*}
$$

Recall that we take $\omega_{k, 1} \rightarrow 0$ as $k \rightarrow \infty$. Then, in view of the definition of $B_{k}^{\prime \prime}$ in (7.12), the sets $\Sigma\left(B_{k}^{\prime \prime}\right)$ approach $E_{2}$. Taking the limit $k \rightarrow \infty$ in (7.18), we find that

$$
\eta_{\infty, 2}\left(E_{2}\right) \geqslant \frac{5}{10} \eta_{\infty, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right)>0
$$

Now define $n_{2}=n$. If $y$ is close to $E_{2}$ in $\operatorname{Gr}(2, d)$ then $x$ and $x^{\prime}$ are close to $E_{1}$ in $\operatorname{Gr}(1, d)$ and, in particular, they are in the $\nu_{k}^{\left(n_{2}\right)}$-core of $E_{1}\left(\varepsilon_{1}\right)$ for every large $k$.

Then, using (7.8),

$$
\begin{aligned}
\mathcal{T}_{k, 2} \psi(y) & =\int_{\Sigma^{-1} y} \int_{G} \psi \circ \Sigma\left(g x, g x^{\prime}\right) d \nu_{k}^{\left(n_{2}\right)}(g) d \tilde{\eta}_{k, 1, y}\left(x, x^{\prime}\right) \\
& =\int_{\Sigma^{-1} y} \int_{G} \psi(g y) d \nu_{k}^{\left(n_{2}\right)}(g) d \tilde{\eta}_{k, 1, y}\left(x, x^{\prime}\right)=\int_{G} \psi(g y) d \nu_{k}^{\left(n_{2}\right)}(g)
\end{aligned}
$$

because each $\tilde{\eta}_{k, 1, y}$ is a probability. Pick $\varepsilon_{2}>0$ such that this holds for every $y \in E_{2}\left(\varepsilon_{2}\right)$. Apply Proposition 6.25 with $X=\Sigma\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right), U=E_{2}\left(\varepsilon_{2}\right), \nu=\nu_{k}^{\left(n_{2}\right)}$, and $\mathcal{T}=\mathcal{T}_{k, 2}$, for $k$ large. Replace $\mathcal{T}_{k, 2}$ and $\eta_{k, 2}$ with this new Markov operator and invariant measure, respectively.

This would complete the proof of Theorem 7.1 for $r=1$.
4. However, in general we cannot construct a Margulis function $\Psi_{k, 1}$ as required. Essentially, the problem is that, since we do not control the measures $\tilde{\sigma}_{k, 1, x, x^{\prime}}$ in the border region, the inequality (7.14) cannot be proved to hold unless the Margulis function $\Psi_{k, 1}$ is taken to be bounded in the border region. However, outside the border region $\Psi_{k, 1}\left(x, x^{\prime}\right)$ must be very large if $x$ and $x^{\prime}$ are close. The only way to reconcile these two requirements is to introduce some drastic discontinuities in $\Psi_{k, 1}$ which then cause (7.14) to fail at some points.

This problem is solved as follows. We do indeed create a discontinuity by cutting $\Psi_{k, 1}$ off in such a way that it is bounded in the border region. The main idea for dealing with the discontinuity, that we call recoupling, involves replacing $\widetilde{\mathcal{T}}_{k, 1}$ with another Markov operator $\widehat{\mathcal{T}}_{k, 1}$ that still projects to $\mathcal{T}_{k, 1}$ on either factor. The recoupling modification is restricted to a region which is disjoint from $B_{k}^{\prime \prime}$ and relatively far from the equator, so that the properties of the measures $\eta_{k, 2}$ are not affected. These arguments are detailed in Sections 8 through 11.

In Section 8 we introduce the notion of vertical projection $\mathrm{VP}_{1}\left(x, x^{\prime}\right)$ of a pair of points $x$ and $x^{\prime}$ in $P$, and we use it to construct a candidate $-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)$ to a Margulis function for $\widetilde{\mathcal{T}}_{\infty, 1}$. The problem with this function is that it refers explicitly to $E$ and, since the equator is not $\nu_{k}$-invariant for $k \in \mathbb{N}$, the estimates break down for $\widetilde{\mathcal{T}}_{k, 1}$ when $k$ is finite.

This is fixed in Section 9.1, where we replace the vertical projection with a kind of cut-off that we call the stabilized vertical projection and denote as $\operatorname{SVP}_{1}\left(x, x^{\prime}\right)$. Then, in Section 9.2 we give the precise recipe for the other cut-off, that was mentioned previously. By the end of Section 10 point we will have a much more viable candidate $\Psi_{k, 1}$ for Margulis function when $k$ is finite.

The details of the recoupling procedure are described in Section 11.1. Proposition 11.2 essentially states that this function $\Psi_{k, 1}$ is a Margulis function for the recoupled Markov operator $\widehat{\mathcal{T}}_{k, 1}$. In Sections 11.2 and 11.3 we wrap the arguments up to conclude the step $r=1$ of the proof.
7.3. General step. For $r>1$ the strategy is similar, except that we need to work with flag varieties. Recall that $\mathcal{F}(r, d)$ denotes the space of flags

$$
F_{1} \subset F_{2} \subset \cdots \subset F_{r-1} \subset F_{r} \subset \mathbb{R}^{d}
$$

where each $F_{i}$ has dimension $i$. We use $x=\left(F_{1}, \ldots, F_{r}\right)$ and $x^{\prime}=\left(F_{1}^{\prime}, \ldots, F_{r}^{\prime}\right)$ to denote generic elements of $\mathcal{F}(r, d)$. Define $E_{r}^{\diamond}=\left\{x \in \mathcal{F}(r, d): F_{r} \in E_{r}\right\}$ and, for each $\varepsilon>\varepsilon^{\prime}>0$,

$$
E_{r}^{\diamond}(\varepsilon)=\left\{x \in \mathcal{F}(r, d): F_{r} \in E_{r}(\varepsilon)\right\} \text { and } E_{r}^{\diamond}\left(\varepsilon, \varepsilon^{\prime}\right)=E_{r}^{\diamond}(\varepsilon) \backslash E_{r}^{\diamond}\left(\varepsilon^{\prime}\right)
$$

By definition, for any $\nu \in \mathcal{P}_{c}(G)$, the $\nu$-core of $E^{\diamond}(\varepsilon)$ is the subset of flags $x$ such that $F_{r} \in \mathcal{X}_{\nu} E_{r}\left(\varepsilon_{r}\right)$, and the $\nu$-border of $E^{\diamond}(\varepsilon)$ is defined in a similar fashion.

We consider $E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}=E_{r}^{\diamond}\left(\varepsilon_{r}\right) \times E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ and we aim to construct a Margulis function $\Psi_{k, r}$ for a suitable Markov operator $\hat{\mathcal{T}}_{k, r}^{\diamond}: \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)$ relative to a convenient generalization $E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}=A_{k} \cup B_{k}^{\prime} \cup B_{k}^{\prime \prime}$ of the partition (7.10)-(7.12). For $i=1,2$, define $\theta_{i}: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow \operatorname{Gr}(r, d)$ to be the projection to either factor followed by the canonical map

$$
\begin{equation*}
\mathcal{F}(r, d) \rightarrow \operatorname{Gr}(r, d), \quad x \mapsto F_{r} \tag{7.19}
\end{equation*}
$$

A constraint on $\widehat{\mathcal{T}}_{k, r}^{\diamond}$ is that it must project to $\mathcal{T}_{k, r}$ under both $\theta_{i}$. Then we can find a $\widehat{\mathcal{T}}_{k, r}^{\diamond}$-invariant measure $\hat{\eta}_{k, r}^{\diamond}$ which maps to $\eta_{k, r}$ under both projections.

As in the case $r=1$, once we have constructed $\hat{\mathcal{T}}_{k, r}^{\diamond}, \Psi_{k, r}$, and $\hat{\eta}_{k, r}^{\diamond}$ we can try to get an estimate of the form

$$
\hat{\eta}_{k, r}^{\diamond}\left(B_{k}^{\prime \prime}\right)>c \hat{\eta}_{k, r}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)
$$

where $c>0$ is some absolute constant. Then, if we push $\hat{\eta}_{k, r}^{\diamond}$ forward by one of the maps

$$
\begin{array}{ll}
\Sigma_{r}: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow \operatorname{Gr}(r+1, d), & \Sigma_{r}\left(x, x^{\prime}\right)=F_{1}^{\prime}+F_{r} \\
\Sigma_{r}: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow \operatorname{Gr}(r+1, d), & \Sigma_{r}\left(x, x^{\prime}\right)=F_{1}+F_{r}^{\prime}
\end{array}
$$

we obtain probability measures $\eta_{k, r+1}$ on $\operatorname{Gr}(r+1, d)$ satisfying the conditions of Theorem 7.1.

However, for $r>1$ the simple cut-off procedure we use in the initial step of the induction is no longer sufficient to ensure that the Margulis function is bounded on the border region. To fix that, we take advantage of the additional freedom provided by the flag space, which is that we may vary the projections to $\operatorname{Gr}(j, d)$ for $j<r$. More precisely, we modify the dynamics by averaging ("spreading out") the Markov operator over the subspaces of dimension less than $r$ in the flag. Thus we end up with modified Markov operators $\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$ that still project to the $\mathcal{T}_{k, r}$ under both $\theta_{i}$. Then the kind of argument we sketched in the previous paragraphs can actually be carried out for $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$-invariant measures $\hat{\eta}_{k, r}^{\mathcal{Q}}$ that map to $\eta_{k, r}$ under both projections.

The detailed arguments are structured as follows in Sections 12 through 16. In Section 12 we extend the notions of vertical angle and vertical projection to $r>1$, and we use them to exhibit a candidate $-\log \psi_{r}\left(x, x^{\prime}\right)$ to a Margulis function. In Section 13.1 we move to introduce the $r>1$ version of the stabilized vertical projection $\operatorname{SVP}_{r}\left(x, x^{\prime}\right)$, and in Section 13.2 we describe the corresponding version for the cut-off procedure. In Section 14 we extend this analysis to the perturbed random walks, that is, to finite $k$. The Margulis function $\Psi_{k, r}$ is defined at the end of that section.

The spreading out modification is detailed in Section 15. Essentially, we define $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}=\widehat{\mathcal{T}}_{q, r}^{\diamond} \circ \widetilde{\mathcal{Q}}_{r}$ where $\widetilde{\mathcal{Q}}_{r}: B d\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)$ has the form

$$
\widetilde{\mathcal{Q}}_{r} \psi\left(x, x^{\prime}\right)=\int \Psi d \tilde{q}_{r, x, x^{\prime}}
$$

where $\tilde{q}_{r, x, x^{\prime}}$ is a smooth probability measure on the subset of pairs of flags whose $r$-coordinate is $\left(F_{r}, F_{r}^{\prime}\right)$. A relevant feature is that $\widetilde{\mathcal{Q}}_{r}$ maps to the identity under the canonical map (7.19). The details of the recoupling procedure are described in Section 16.2. In Sections 16.3 and 16.4 we wrap up the proof.

## Part III. First step of the induction

## 8. Preparing a Margulis function

We are going to construct a positive function $\psi_{1}$ such that $-\log \psi_{1}$ has some features of a Margulis function for large iterates of the operator $\mathcal{P}_{\nu_{\infty}}$ :
Proposition 8.1. There exist $\kappa_{1}^{\prime}=\kappa_{1}^{\prime}\left(\nu_{\infty}\right)>0$ and $C_{1}^{\prime}=C_{1}^{\prime}\left(\nu_{\infty}\right)>0$ and for any $\delta>0$ there exists $N_{1}=N_{1}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for every $n \geqslant N_{1}$ there exists $\rho_{1}^{\prime}=\rho_{1}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ satisfying

$$
\begin{equation*}
\int_{G}-\log \psi_{1}\left(g x, g x^{\prime}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \psi_{1}\left(x, x^{\prime}\right)-\left(\kappa_{1}^{\prime}-C_{1}^{\prime} \delta\right) n \tag{8.1}
\end{equation*}
$$

for every $x \neq x^{\prime}$ in $E_{1}\left(\rho_{1}^{\prime}\right)$.
The conclusion of Proposition 8.1 does not quite fit the definition of a Margulis function because the set $E_{1}\left(\rho_{1}^{\prime}\right) \times E_{1}\left(\rho_{1}^{\prime}\right)$ where the estimate holds is not invariant under the $G$-action restricted to $\operatorname{supp} \nu_{\infty}$ and thus $\mathcal{P}_{\nu_{\infty}}$ cannot be considered a Markov operator on this set. Nevertheless, $-\log \psi_{1}$ is an important ingredient in the definition of the actual Margulis function, which will be completed in Section 11.

The proof of Proposition 8.1 occupies the remainder of this section. Throughout, we think of the equator as being "horizontal" and use the word "vertical" to refer to the orthogonal direction. The numbers $\delta>0$ and $n \in \mathbb{N}$ will remain as free parameters for most of our arguments. Near the end, in (11.13), we will fix $\delta>0$ to be small, depending only on $\nu_{\infty}$, and $n \in \mathbb{N}$ large, depending on $\nu_{\infty}$ and $\delta>0$.

Fix $A=A\left(\nu_{\infty}\right)>0$ and a compact neighborhood $\mathcal{W}_{0}=\mathcal{W}_{0}\left(\nu_{\infty}\right) \subset G$ of the support of $\nu_{\infty}$ such that

$$
-\log d(U, V)-A \leqslant-\log d(f U, f V) \leqslant-\log d(U, V)+A
$$

for any $f \in \mathcal{W}_{0}$, any pair $U \neq V$ in $\operatorname{Gr}(r, d)$ and any $1 \leqslant r \leqslant d$. Moreover, let $B=B\left(\nu_{\infty}\right)>0$ be defined by

$$
B=\sup \left\{\log \|f\|+\log \left\|f^{-1}\right\|: f \in \mathcal{W}_{0}\right\}+2
$$

Since $\left(\nu_{k}\right)_{k}$ converges to $\nu_{\infty}$ in the space $\mathcal{P}_{c}(G)$, it is no restriction to assume that $\operatorname{supp} \nu_{k} \subset \mathcal{W}_{0}$ for every $k \in \mathbb{N}$. In particular,

$$
\begin{align*}
-\log d(f U, f V) & \leqslant-\log d(U, V)+A n  \tag{8.2}\\
\log \|f\|\left\|f^{-1}\right\| & \leqslant B n \tag{8.3}
\end{align*}
$$

for every $U \neq V$ in $\operatorname{Gr}(r, d), 1 \leqslant r \leqslant d, f \in \operatorname{supp} \nu_{k}^{(n)}, k \in \mathbb{N} \cup\{\infty\}$, and $n \in \mathbb{N}$.
8.1. Vertical angle function. Given distinct points $x$ and $x^{\prime}$ in $P=\operatorname{Gr}(1, d)$, let $y=y\left(x, x^{\prime}\right) \subset P$ denote the great circle through $x$ and $x^{\prime}$, that is, the subset of $P$ associated with the element $x+x^{\prime}$ of $\operatorname{Gr}(2, d)$ that contains both $x$ and $x^{\prime}$.

The vertical angle function $\mathrm{VA}_{1}$ is the sine of the angle between the great circle $y=y\left(x, x^{\prime}\right)$ and the equator, that is (recall (7.1) and check Figure 3),

$$
\begin{equation*}
\mathrm{VA}_{1}\left(x, x^{\prime}\right)=d(y, E)=\sup _{u \in y} d(u, E)=\sup _{u \in y} \frac{\left\|u^{\perp}\right\|}{\|u\|} \tag{8.4}
\end{equation*}
$$

For any $u \in y$ that realizes the supremum,

$$
\begin{equation*}
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|}=\mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{8.5}
\end{equation*}
$$



Figure 3. Geometric meaning of the vertical angle function $\mathrm{VA}_{1}$. By making $x$ and $x^{\prime}$ go to $E$ along a given great circle, one sees that $\mathrm{VA}_{1}\left(x, x^{\prime}\right)$ need not go to infinity when $x$ and $x^{\prime}$ approach the equator.
for any $g \in G$. By Remark 3.1, when $g \in \operatorname{supp} \nu_{\infty}^{(n)}$ this means that

$$
\begin{equation*}
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \frac{\left\|g^{\perp} u^{\perp}\right\|}{\|g u\|}=\mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|g^{\perp} u^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{8.6}
\end{equation*}
$$

Still for $g \in \operatorname{supp} \nu_{\infty}^{(n)}$, using Remark 3.1 and (8.3) we get that

$$
\frac{\left\|g^{\perp} u^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \geqslant \frac{1}{\left\|\left(g^{\perp}\right)^{-1}\right\|\|g\|} \geqslant \frac{1}{\left\|g^{-1}\right\|\|g\|} \geqslant e^{-B n}
$$

and so

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+B n \tag{8.7}
\end{equation*}
$$

Lemma 8.2. There exists $\tilde{\kappa}_{1}=\tilde{\kappa}_{1}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exist $\tilde{\theta}_{1}=$ $\tilde{\theta}_{1}\left(\nu_{\infty}, \delta\right)>0$ and $\tilde{N}_{1}=\widetilde{N}_{1}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for every $n \geqslant \widetilde{N}_{1}$ and $x \neq x^{\prime}$ in $P$ there exists $\widetilde{\mathcal{E}}_{1}=\widetilde{\mathcal{E}}_{1}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\widetilde{\mathcal{E}}_{1}^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant \max \left\{-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n, \tilde{\theta}_{1}\right\} \text { for every } g \in \widetilde{\mathcal{E}}_{1} \tag{8.8}
\end{equation*}
$$

Proof. Let $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0, N_{0}=N_{0}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}, \mathcal{E}_{0}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, u^{\perp}\right) \subset$ $\operatorname{supp} \nu_{\infty}^{(n)}$, and $\tau_{0}=\tau_{0}\left(\nu_{\infty}, \delta\right)>0$ be as in Proposition 5.5. Given $x \neq x^{\prime}$ in $P$, take $u \in y$ realizing the supremum in (8.4). Write $u=u^{E}+u^{\perp}$ with $u^{E} \in E$ and $u^{\perp} \in E^{\perp}$. Take

$$
\begin{align*}
\tilde{\kappa}_{1}=\kappa_{0} / 2, & \tilde{\theta}_{1}=-\log \left(\tau_{0} / 4\right) \\
\tilde{N}_{1}>\max \left\{N_{0}, 4 / \tilde{\kappa}_{1}\right\}, & \text { and } \widetilde{\mathcal{E}}_{1}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, u^{\perp}\right) \tag{8.9}
\end{align*}
$$

Let $n \geqslant \widetilde{N}_{1}$ and $g \in \widetilde{\mathcal{E}}_{1} \subset \operatorname{supp} \nu_{\infty}^{(n)}$. If $\left\|g^{\perp} u^{\perp}\right\| /\|g u\| \geqslant \tau_{0} / 2$ then the inequality in (8.6) implies that

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant-\log \frac{\tau_{0}}{2} \leqslant \tilde{\theta}_{1} \tag{8.10}
\end{equation*}
$$

If $\left\|g^{\perp} u^{\perp}\right\| /\|g u\|<\tau_{0} / 2$ then part (2) of Proposition 5.5 gives that

$$
\frac{\left\|g u^{\perp}\right\|}{\|g u\|}<\frac{1}{2}, \text { which implies } \frac{\left\|g u^{E}\right\|}{\|g u\|}>\frac{1}{2}
$$

Substituting the latter inequality and $\|u\| \geqslant\left\|u^{E}\right\|$ in (8.6), we find that

$$
\begin{equation*}
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \frac{1}{2} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|g^{\perp} u^{\perp}\right\|}{\left\|u^{\perp}\right\|} \frac{\left\|u^{E}\right\|}{\left\|g u^{E}\right\|} \tag{8.11}
\end{equation*}
$$

Thus, recalling the definition (5.3) and part (1) of Proposition 5.5,

$$
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \frac{1}{2} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|D g_{u^{E}}^{\perp} u^{\perp}\right\|}{\left\|u^{\perp}\right\|} \geqslant \frac{1}{2} \mathrm{VA}_{1}\left(x, x^{\prime}\right) e^{\kappa_{0} n}
$$

By the choices of $\tilde{\kappa}_{1}$ and $\tilde{N}_{1}$ in (8.9), this implies that

$$
\begin{align*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 2-2 \tilde{\kappa}_{1} n \\
& \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n . \tag{8.12}
\end{align*}
$$

The conclusion of the lemma is contained in (8.10) and (8.12).
8.2. Vertical projection function. The function $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)$ cannot be used as a Margulis function to detect the equator because (unless $\operatorname{dim} E=1$ ) it is possible that $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)$ remains bounded even as $d(x, E)$ and $d\left(x^{\prime}, E\right)$ go to zero: the great circle through points close to the equator need not be close to the equator, as illustrated in Figure 3.

To (partially) rectify this, we introduce the vertical projection function $\mathrm{VP}_{1}$, defined as follows:

$$
\begin{equation*}
\mathrm{VP}_{1}\left(x, x^{\prime}\right)=\mathrm{VA}_{1}\left(x, x^{\prime}\right) d\left(x, x^{\prime}\right)^{\gamma_{1}} \tag{8.13}
\end{equation*}
$$

where $\gamma_{1}=\gamma_{1}\left(\nu_{\infty}\right)$ is a small positive constant to be chosen shortly (Proposition 8.3). Note that if $\gamma_{1}=1$ then $\operatorname{VP}_{1}\left(x, x^{\prime}\right)$ would indeed be a sort of projection on the orthogonal complement to the equator. It is clear from the definitions (8.4) and (8.13) that $\mathrm{VA}_{1}$ and $\mathrm{VP}_{1}$ are symmetric functions:

$$
\begin{equation*}
\mathrm{VA}_{1}\left(x, x^{\prime}\right)=\mathrm{VA}_{1}\left(x^{\prime}, x\right) \text { and } \mathrm{VP}_{1}\left(x, x^{\prime}\right)=\mathrm{VP}_{1}\left(x^{\prime}, x\right) \text { for any } x \neq x^{\prime} \tag{8.14}
\end{equation*}
$$

Proposition 8.3. There exist $\gamma_{1}=\gamma_{1}\left(\nu_{\infty}\right)>0$ and $\kappa_{1}^{\prime}=\kappa_{1}^{\prime}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exists $N_{1}=N_{1}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for every $n \geqslant N_{1}$ there exists $\rho_{1}^{\prime}=\rho_{1}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ such that for any $x \neq x^{\prime}$ in $E_{1}\left(\rho_{1}^{\prime}\right)$ there exists $\mathcal{E}_{1}^{\prime}=$ $\mathcal{E}_{1}^{\prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{1}^{\prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)-\kappa_{1}^{\prime} n \text { for every } g \in \mathcal{E}_{1}^{\prime} \tag{8.15}
\end{equation*}
$$

Proof. The overall strategy goes as follows. If the vertical angle $\mathrm{VA}_{1}\left(x, x^{\prime}\right)$ is small then the conclusion of the present proposition is a consequence of Lemma 8.2, provided that we choose the constant $\gamma_{1}$ small enough to make the variation of $d\left(x, x^{\prime}\right)^{\gamma_{1}}$ negligible. If $\mathrm{VA}_{1}\left(x, x^{\prime}\right)$ is large, let $v$ and $v^{\prime}$ be unit vectors in the direction of $x$ and $x^{\prime}$ and such that the angle between them is non-obtuse (the latter may always be obtained by replacing $v$ with $-v$ if necessary). In Lemma 8.4 we check that if $x$ is close to $E$ then the difference $w=v^{\prime}-v$ is roughly vertical, meaning that the angle between $w$ and the equator is bounded from below. See Figure 4. In Lemma 8.5 we deduce that in this situation $-\log d\left(x, x^{\prime}\right)$ decreases under most large iterates: the reason is that the dynamics increases vertical components and, for $n$ sufficiently large, the vertical component of the iterate of $w$ dominates. This implies the conclusion of the proposition because in this regime the variation of $\mathrm{VA}_{1}\left(x, x^{\prime}\right)$ is bounded. Let us fill-in the details.


Figure 4. Interpreting Lemma 8.4: if $d(x, E)$ is small compared to $\mathrm{VA}_{1}\left(x, x^{\prime}\right)=d(y, E)$ then $w=v^{\prime}-v$ is roughly vertical.

Lemma 8.4. Given $x \neq x^{\prime}$ in $P$, let $w=v^{\prime}-v$ be the difference between unit vectors in the directions of $x$ and $x^{\prime}$, respectively. Then

$$
\begin{equation*}
d(x, E)<\frac{1}{4} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \text { implies } \frac{\left\|w^{\perp}\right\|}{\|w\|}>\frac{1}{4} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \tag{8.16}
\end{equation*}
$$



Figure 5. Illustrating the estimates in (8.17): the distance from $x$ to $x^{\prime}$ is given by the length of the vertical dashed segment, which is bounded above by $\|w\|$; the angle between $v$ and $w$ is at least $\pi / 4$, as the angle between $v$ and $v^{\prime}$ is non-obtuse.

Proof. As the angle between $v$ and $v^{\prime}$ was taken to be non-obtuse (check Figure 5)

$$
\begin{equation*}
d\left(x, x^{\prime}\right)=\left|\sin \angle\left(v, v^{\prime}\right)\right| \leqslant\|w\| \text { and } \angle(w, v) \geqslant \frac{\pi}{4} \tag{8.17}
\end{equation*}
$$

Take $u \in y$ realizing the supremum in (8.4). Since $y=\operatorname{span}\left\{v, v^{\prime}\right\}=\operatorname{span}\{v, w\}$, we may write $u=a v+b w$ with $a, b \in \mathbb{R}$. The angle bound in (8.17) implies that $\|a v\|$
and $\|b w\|$ are both less than $2\|u\|$. Thus,

$$
\begin{aligned}
\mathrm{VA}_{1}\left(x, x^{\prime}\right)=\frac{\left\|u^{\perp}\right\|}{\|u\|} & \leqslant \frac{\left\|a v^{\perp}\right\|}{\|u\|}+\frac{\left\|b w^{\perp}\right\|}{\|u\|} \\
& <2 \frac{\left\|v^{\perp}\right\|}{\|v\|}+2 \frac{\left\|w^{\perp}\right\|}{\|w\|} \leqslant 2 d(x, E)+2 \frac{\left\|w^{\perp}\right\|}{\|w\|} .
\end{aligned}
$$

Thus, $d(x, E)$ and $\left\|w^{\perp}\right\| /\|w\|$ cannot be both less than $\operatorname{VA}_{1}\left(x, x^{\prime}\right) / 4$.
Take $\tilde{\kappa}_{1}=\tilde{\kappa}_{1}\left(\nu_{\infty}\right)>0$ and $\tilde{\theta}_{1}=\tilde{\theta}_{1}\left(\nu_{\infty}, \delta\right)>0$ to be as in Lemma 8.2.
Lemma 8.5. There exists $\hat{\kappa}_{1}=\hat{\kappa}_{1}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exists $\widehat{N}_{1}=\hat{N}_{1}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for each $n \geqslant \hat{N}_{1}$ there exists $\hat{\rho}_{1}=\hat{\rho}_{1}\left(\nu_{\infty}, \delta, n\right)>0$ such that for any $x \neq x^{\prime}$ in $E_{1}\left(\hat{\rho}_{1}\right)$ with $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{1}+\tilde{\kappa}_{1} n$ there exists $\widehat{\mathcal{E}}_{1}=\widehat{\mathcal{E}}_{1}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\widehat{\mathcal{E}}_{1}^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\hat{\kappa}_{1} n \text { for every } g \in \widehat{\mathcal{E}}_{1} \tag{8.18}
\end{equation*}
$$



Figure 6. Verifying the inequality (8.21), when $\|g v\| \geqslant\left\|g v^{\prime}\right\|$ : the distance between $g x$ and $g x^{\prime}$ ) is given by the length of the vertical dashed segment on the left, which is greater than the length of the vertical dashed segment on the right divided by $\|g v\|$.

Proof. Let $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0, N_{0}=N_{0}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$, and $\mathcal{E}_{0}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v^{\perp}\right) \subset$ $\operatorname{supp} \nu_{\infty}^{(n)}$ be as in Proposition 5.5. Given $x \neq x^{\prime}$ in $P$, let $w=v^{\prime}-v$ be the difference between unit vectors $v$ and $v^{\prime}$ in the directions of $x$ and $x^{\prime}$, respectively.
Take

$$
\begin{align*}
& \hat{\kappa}_{1}=\kappa_{0} / 2, \quad \widehat{N}_{1}>\max \left\{N_{0}, 5 / \hat{\kappa}_{1}\right\} \\
& \hat{\rho}_{1}<e^{-\tilde{\theta}_{1}-\tilde{\kappa}_{1} n} / 10, \text { and } \widehat{\mathcal{E}}_{1}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w^{\perp}\right) \tag{8.19}
\end{align*}
$$

Let $n \geqslant \widehat{N}_{1}$ and $g \in \widehat{\mathcal{E}}_{1} \subset \operatorname{supp} \nu_{\infty}^{(n)}$. As observed in (8.17),

$$
\begin{equation*}
d\left(x, x^{\prime}\right) \leqslant\|w\| \tag{8.20}
\end{equation*}
$$

Let us suppose that $\|g v\| \geqslant\left\|g v^{\prime}\right\|$; the case $\|g v\| \leqslant\left\|g v^{\prime}\right\|$ is analogous, reversing the roles of $x$ and $x^{\prime}$. Then (check Figure 6)

$$
\begin{equation*}
d\left(g x, g x^{\prime}\right)=\left\|\Pi_{g v} \frac{g v^{\prime}}{\left\|g v^{\prime}\right\|}\right\|=\left\|\Pi_{g v} \frac{g w}{\left\|g v^{\prime}\right\|}\right\| \geqslant \frac{1}{\|g v\|}\left\|\Pi_{g v} g w\right\| \tag{8.21}
\end{equation*}
$$

and so (keep in mind that $\|v\|=\left\|v^{\prime}\right\|=1$ ),

$$
\begin{equation*}
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \tag{8.22}
\end{equation*}
$$

By the condition on $\hat{\rho}_{1}$ in (8.19), if $d(x, E) \leqslant \hat{\rho}_{1}$ then

$$
4 d(x, E)<e^{-\tilde{\theta}_{1}-\tilde{\kappa}_{1} n}<\operatorname{VA}_{1}\left(x, x^{\prime}\right)
$$

and then Lemma 8.4 gives that

$$
\begin{equation*}
\frac{\left\|w^{\perp}\right\|}{\|w\|}>\frac{1}{4} \mathrm{VA}_{1}\left(x, x^{\prime}\right)>\frac{1}{4} e^{-\tilde{\theta}_{1}-\tilde{\kappa}_{1} n} \tag{8.23}
\end{equation*}
$$

Up to further reducing $\hat{\rho}_{1}$, we may also assume that

$$
\begin{equation*}
\frac{\|h z\|}{\|z\|} \geqslant \frac{1}{2} \frac{\left\|h z^{E}\right\|}{\left\|z^{E}\right\|} \text { and }\left\|\Pi_{h z} h w\right\| \geqslant \frac{1}{2}\left\|\Pi_{h z^{E}} h w\right\| \tag{8.24}
\end{equation*}
$$

for any non-zero $z=z^{E}+z^{\perp}$ in $E \oplus E^{\perp}$ with $\left\|z^{\perp}\right\| /\|z\| \leqslant \hat{\rho}_{1}$ and any $h \in \operatorname{supp} \nu_{\infty}^{(n)}$. Indeed, the first part of (8.24) is a simple consequence of continuity; in the second one note also that $w$ is bounded away from the horizontal, by (8.23). This last part of (8.24) implies that

$$
\begin{equation*}
\left\|\Pi_{h z} h w\right\| \geqslant \frac{1}{2}\left\|\Pi_{h z^{E}} h w\right\| \geqslant \frac{1}{2}\left\|\Pi_{E} h w\right\|=\frac{1}{2}\left\|(h w)^{\perp}\right\|=\frac{1}{2}\left\|h^{\perp} w^{\perp}\right\| . \tag{8.25}
\end{equation*}
$$

Noting that $\left\|v^{\perp}\right\| /\|v\|=d(x, E) \leqslant \hat{\rho}_{1}$, take $z=v$ and $h=g$ in the previous two relations. Thus, substituting (8.24) and (8.25) in (8.22),

$$
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)+\log 4-\log \frac{\left\|g^{\perp} w^{\perp}\right\|}{\|w\|} \frac{\left\|v^{E}\right\|}{\left\|g v^{E}\right\|}
$$

Then, using also (8.23) and (5.3),

$$
\begin{aligned}
-\log d\left(g x, g x^{\prime}\right) & \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 16-\log \frac{\left\|g^{\perp} w^{\perp}\right\|}{\left\|w^{\perp}\right\|} \frac{\left\|v^{E}\right\|}{\left\|g v^{E}\right\|} \\
& =-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 16-\log \frac{\left\|D g_{v^{E}}^{\perp} w^{\perp}\right\|}{\left\|w^{\perp}\right\|}
\end{aligned}
$$

By part (1) of Proposition 5.5 and the choice of $\hat{\kappa}_{1}$ and $\hat{N}_{1}$ in (8.19), it follows that

$$
\begin{aligned}
-\log d\left(g x, g x^{\prime}\right) & \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+5-2 \hat{\kappa}_{1} n \\
& \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\hat{\kappa}_{1} n
\end{aligned}
$$

as claimed.
We are ready to prove Proposition 8.3. Take $A=A\left(\nu_{\infty}\right)$ as in (8.2) and then define

$$
\begin{align*}
& \gamma_{1}=\min \left\{1, \tilde{\kappa}_{1} /(2 A)\right\} \\
& \kappa_{1}^{\prime}=\min \left\{\tilde{\kappa}_{1} / 2, \gamma_{1} \hat{\kappa}_{1} / 2\right\} \\
& \rho_{1}^{\prime}=\min \left\{\hat{\rho}_{1}\left(\nu_{\infty}, \delta\right), \hat{\rho}_{1}\left(\nu_{\infty}, \delta / 2\right)\right\}  \tag{8.26}\\
& N_{1}>\max \left\{\widetilde{N}_{1}\left(\nu_{\infty}, \delta / 2\right), \widehat{N}_{1}\left(\nu_{\infty}, \delta / 2\right), 2 \tilde{\theta}_{1} /\left(\gamma \hat{\kappa}_{1}\right)\right\} \text { and } \\
& \mathcal{E}_{1}^{\prime}=\widetilde{\mathcal{E}}_{1}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}\right) \cap \widehat{\mathcal{E}}_{1}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}\right)
\end{align*}
$$
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Observe that $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{1}^{\prime}\right)^{c}\right)<\delta$. By definition,

$$
\begin{equation*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right)=-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right)-\gamma_{1} \log d\left(g x, g x^{\prime}\right) \tag{8.27}
\end{equation*}
$$

Consider $x \neq x^{\prime}$ in $E_{1}\left(\rho_{1}^{\prime}\right), n \geqslant N_{1}$ and $g \in \mathcal{E}_{1}^{\prime}$. If $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \tilde{\theta}_{1}+\tilde{\kappa}_{1} n$ then, by Lemma 8.2,

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n \tag{8.28}
\end{equation*}
$$

Substituting (8.2) and (8.28) in (8.27) we find that

$$
\begin{align*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n-\gamma_{1} \log d\left(x, x^{\prime}\right)+\gamma_{1} A n \\
& \leqslant-\log \operatorname{VP}_{1}\left(x, x^{\prime}\right)-\frac{\tilde{\kappa}_{1}}{2} n \leqslant-\log \operatorname{VP}_{1}\left(x, x^{\prime}\right)-\kappa_{1}^{\prime} n \tag{8.29}
\end{align*}
$$

Now assume that $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{1}+\tilde{\kappa}_{1} n$. In this case, Lemma 8.2 yields

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant \tilde{\theta}_{1} \tag{8.30}
\end{equation*}
$$

and Lemma 8.5 gives that

$$
\begin{equation*}
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\hat{\kappa}_{1} n \tag{8.31}
\end{equation*}
$$

Substituting (8.30) and (8.31) in (8.27) we obtain

$$
\begin{aligned}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant \tilde{\theta}_{1}-\gamma_{1} \log d\left(x, x^{\prime}\right)-\gamma_{1} \log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\gamma_{1} \hat{\kappa}_{1} n \\
& \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)+\tilde{\theta}_{1}+\left(1-\gamma_{1}\right) \log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\gamma_{1} \hat{\kappa}_{1} n
\end{aligned}
$$

Since $\gamma_{1} \leqslant 1, \operatorname{VA}_{1}\left(x, x^{\prime}\right) \leqslant 1$, and $n \geqslant N_{1} \geqslant 2 \tilde{\theta}_{1} /\left(\gamma_{1} \hat{\kappa}_{1}\right)$, this yields

$$
\begin{align*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)+\tilde{\theta}_{1}-\gamma_{1} \hat{\kappa}_{1} n \\
& \leqslant-\log \operatorname{VP}_{1}\left(x, x^{\prime}\right)-\frac{\gamma_{1} \hat{\kappa}_{1}}{2} n \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)-\kappa_{1}^{\prime} n \tag{8.32}
\end{align*}
$$

The relations (8.29) and (8.32) contain the conclusion of Proposition 8.3.
8.3. The function $-\log \psi_{1}$. Now we are going to prove that $\psi_{1}=\mathrm{VP}_{1}$ satisfies Proposition 8.1. Let $A=A\left(\nu_{\infty}\right)$ and $B=B\left(\nu_{\infty}\right)>0$ be as in (8.2) and (8.3). Take $\kappa_{1}^{\prime}>0, N_{1} \in \mathbb{N}$ and $\rho_{1}^{\prime}>0$ as in Proposition 8.3. By definition,

$$
\begin{equation*}
-\log \psi_{1}\left(x, x^{\prime}\right)=-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)=-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\gamma_{1} \log d\left(x, x^{\prime}\right) \tag{8.33}
\end{equation*}
$$

for every $x \neq x^{\prime}$ in $P$. Define

$$
\begin{equation*}
C_{1}^{\prime}=B+\gamma_{1} A \tag{8.34}
\end{equation*}
$$

Substituting (8.7) and (8.2) in (8.33), we find that

$$
\begin{align*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+B n-\gamma_{1} \log \left(d x, d x^{\prime}\right)+\gamma_{1} A n \\
& \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)+C_{1}^{\prime} n \tag{8.35}
\end{align*}
$$

for every $x \neq x^{\prime}$ in $P$ and $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. Integrating (8.15) over $\mathcal{E}_{1}^{\prime}$ and (8.35) over the complement, and using the fact that $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{1}^{\prime}\right)^{c}\right)<\delta$, we get that

$$
\int_{G}-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)-\kappa_{1}^{\prime} n+C_{1}^{\prime} \delta n
$$

for every $n \geqslant N_{1}$ and $x \neq x^{\prime}$ in $E_{1}\left(\rho_{1}^{\prime}\right)$. This completes the proof of Proposition 8.1.
Another relevant feature is that $-\log \psi_{1}\left(x, x^{\prime}\right)$ goes to infinity when $x$ and $x^{\prime}$ approach the equator $E$ :

Lemma 8.6. Given any $R>0$, there exists $\tilde{\rho}_{1}=\tilde{\rho}_{1}\left(\nu_{\infty}, R\right)>0$ such that $-\log \psi_{1}\left(x, x^{\prime}\right)>R$ for any $x \neq x^{\prime}$ in $E_{1}\left(\tilde{\rho}_{1}\right)$.
Proof. Consider any $\tilde{\rho}_{1}>0$ and let $v$ and $v^{\prime}$ be unit vectors in the direction of $x$ and $x^{\prime}$, respectively. Observe that

$$
\frac{\left\|v^{\perp}\right\|}{\|v\|}=d(x, E) \leqslant \tilde{\rho}_{1} \text { and } \frac{\left\|\left(v^{\prime}\right)^{\perp}\right\|}{\left\|v^{\prime}\right\|}=d\left(x^{\prime}, E\right) \leqslant \tilde{\rho}_{1}
$$

If $d\left(x, x^{\prime}\right) \leqslant \tilde{\rho}_{1}^{1 / 2}$ then

$$
\begin{equation*}
\mathrm{VP}_{1}\left(x, x^{\prime}\right)=\mathrm{VA}_{1}\left(x, x^{\prime}\right) d\left(x, x^{\prime}\right)^{\gamma_{1}} \leqslant \tilde{\rho}_{1}^{\gamma_{1} / 2} \tag{8.36}
\end{equation*}
$$

Now suppose that $d\left(x, x^{\prime}\right)=\left|\sin \angle\left(v, v^{\prime}\right)\right|$ is greater than $\tilde{\rho}_{1}^{1 / 2}$. Then every $u$ in the great circle $y$ generated by $x$ and $x^{\prime}$ may be written as $u=\alpha v+\alpha^{\prime} v^{\prime}$ with $\alpha, \alpha^{\prime} \in \mathbb{R}$ such that $\|u\| \geqslant \tilde{\rho}_{1}^{1 / 2}\|\alpha v\|$ and $\|u\| \geqslant \tilde{\rho}_{1}^{1 / 2}\left\|\alpha^{\prime} v^{\prime}\right\|$. Thus,

$$
\frac{\left\|u^{\perp}\right\|}{\|u\|} \leqslant \frac{\left\|\alpha v^{\perp}\right\|}{\|u\|}+\frac{\left\|\alpha^{\prime}\left(v^{\prime}\right)^{\perp}\right\|}{\|u\|} \leqslant \frac{1}{\tilde{\rho}_{1}^{1 / 2}}\left(\frac{\left\|v^{\perp}\right\|}{\|v\|}+\frac{\left\|\left(v^{\prime}\right)^{\perp}\right\|}{\left\|v^{\prime}\right\|}\right) \leqslant 2 \tilde{\rho}_{1}^{1 / 2} .
$$

Since $u$ is arbitrary, this proves that $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \leqslant 2 \tilde{\rho}_{1}^{1 / 2}$, and so

$$
\begin{equation*}
\mathrm{VP}_{1}\left(x, x^{\prime}\right)=\mathrm{VA}_{1}\left(x, x^{\prime}\right) d\left(x, x^{\prime}\right)^{\gamma_{1}} \leqslant 2 \tilde{\rho}_{1}^{1 / 2} \leqslant 2 \tilde{\rho}_{1}^{\gamma_{1} / 2} \tag{8.37}
\end{equation*}
$$

(because $\gamma_{1} \leqslant 1$ ). The inequalities (8.36) and (8.37) imply that

$$
-\log \psi_{1}\left(x, x^{\prime}\right)=-\log \operatorname{VP}_{1}\left(x, x^{\prime}\right) \geqslant-\frac{\gamma_{1}}{2} \log \tilde{\rho}_{1}-\log 2
$$

for any $x \neq x^{\prime}$ in $E_{1}\left(\tilde{\rho}_{1}\right)$, which yields the claim.

## 9. Stabilization and cut-off

Previously, we constructed a function $-\log \psi_{1}=-\log \mathrm{VP}_{1}$ that exhibits some of the features of a Margulis function. In this section we modify this function to correct two important defects.

One problem with $-\log \psi_{1}$, that originates from $\mathrm{VA}_{1}$, is that the definition refers explicitly to $E$. The reason why this is a problem is that for $k \in \mathbb{N}$ the equator is not necessarily a $\nu_{k}$-invariant set. Thus, even for $k$ large, for $g \in \operatorname{supp} \nu_{k}$ there is no uniform upper bound on the absolute value of

$$
-\log \psi_{1}\left(g x, g x^{\prime}\right)+\log \psi_{1}\left(x, x^{\prime}\right)
$$

because $-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right)$ may be wildly different from $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)$. To rectify this, in Section 9.1 we define "stabilized" versions of the functions $\mathrm{VA}_{1}$ and $\mathrm{VP}_{1}$. This will come at a price: the analogue of Proposition 8.1 will hold only outside a "stabilization region" near $E$. Still, as we will explain in Section 10, stabilization does allow us to by-pass this first difficulty in a satisfactory way.

Another problem is that, because of the way the Markov operators $\mathcal{T}_{k, 1}$ will be constructed, we have little control over the border region. The simplest way to by-pass this is to take the Margulis function to be bounded when either $x$ or $x^{\prime}$ is in the border region. The function $-\log \psi_{1}$ does not satisfy this: for instance, it can get arbitrarily large when $x$ and $x^{\prime}$ are close to each other and, of course, that may occur even if they are both in the border region. Thus, it is necessary to cut that function off in (a neighborhood of) the border region.

However, doing a cut-off creates a discontinuity that translates into a drastic failure of (7.14) near the discontinuity. The main idea to handle this, which we
call recoupling, will be explained in Section 11.1. The recoupling technique is far from universal, it can only handle certain types of discontinuities. Thus, it makes sense to make the discontinuity as mild as possible. In Section 9.2 we explain just how to do this. In particular, we only cut $-\log \psi_{1}$ off if $x$ and $x^{\prime}$ are both in (a neighborhood of) the border region. In the present ( $r=1$ ) situation this is fine because if one of the points, $x$ or $x^{\prime}$, is close to the border region and the other one is far outside then $-\log \psi_{1}\left(x, x^{\prime}\right)$ is bounded anyway. The steps $r>1$ involve additional issues, which we will discuss in Sections 13 and 15.

We use the following elementary inequalities, whose proof we leave to the reader: given any $C>0, c>0$ and $\psi>0$,

$$
\begin{align*}
& \log \left(\Omega+c \psi^{-1}\right) \leqslant \log \left(\Omega+\psi^{-1}\right)+\log c \quad \text { if } \quad c>1  \tag{9.1}\\
& \log \left(\Omega+c \psi^{-1}\right) \leqslant \log \left(\Omega+\psi^{-1}\right) \quad \text { if } \quad c<1  \tag{9.2}\\
& \log \left(\Omega+c \psi^{-1}\right) \leqslant \log \left(\Omega+\psi^{-1}\right)+\log \sqrt{c} \quad \text { if } \quad c<1 \text { and } \psi^{-1} \geqslant \Omega / \sqrt{c} \tag{9.3}
\end{align*}
$$

Let $\kappa_{1}^{\prime}=\kappa_{1}^{\prime}\left(\nu_{\infty}\right)>0, C_{1}^{\prime}=C_{1}^{\prime}\left(\nu_{\infty}\right)>0, N_{1}=N_{1}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ be as in Propositions 8.1 and 8.3. Keep in mind that $\varepsilon_{1}<\rho_{1}^{\prime} \leqslant \hat{\rho}_{1}$ and $C_{1}^{\prime}=B+\gamma_{1} A$, according to (8.26), (8.34) and (9.12).
9.1. Stabilization. Let $B=B\left(\nu_{\infty}\right)>0$ and $\gamma_{1}=\gamma_{1}\left(\nu_{\infty}\right)>0$ be as in (8.3) and (8.26), respectively. For each $\omega>0$, define the stabilized vertical angle

$$
\begin{equation*}
\operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)=\max \left\{\operatorname{VA}_{1}\left(x, x^{\prime}\right), \omega e^{-B n}\right\} \tag{9.4}
\end{equation*}
$$

and the stabilized vertical projection by

$$
\begin{equation*}
\psi_{1}\left(x, x^{\prime} ; \omega\right)=\operatorname{SVP}_{1}\left(x, x^{\prime} ; \omega\right)=\operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right) d\left(x, x^{\prime}\right)^{\gamma_{1}} \tag{9.5}
\end{equation*}
$$

for every $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$. The estimate (8.35) remains valid for the stabilized vertical projection:

Lemma 9.1. For every $x \neq x^{\prime}$ in $P, g \in \operatorname{supp} \nu_{\infty}^{(n)}$, and $\omega>0$,

$$
\begin{equation*}
-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n \tag{9.6}
\end{equation*}
$$

Proof. We begin by claiming that

$$
\begin{equation*}
-\log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)+B n \tag{9.7}
\end{equation*}
$$

The proof can be split into two cases. First, suppose that $\mathrm{VA}_{1}\left(x, x^{\prime}\right)<\omega$. Then, by the definition (9.4),

$$
\begin{aligned}
\quad-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right) & \geqslant-\log \omega \text { and } \\
- & \log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right)
\end{aligned} \leqslant-\log \omega+B n \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)+B n, ~ l
$$

as claimed. Now suppose that $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$. Then, again by (9.4),

$$
\begin{aligned}
-\log \mathrm{SVA}_{1}\left(x, x^{\prime} ; \omega\right) & =-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \text { and } \\
-\log \mathrm{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right) & \leqslant-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right)
\end{aligned}
$$

Then (9.7) is a direct consequence of (8.7). This completes the proof of (9.7). Now (9.6) follows easily from (9.7) and (8.2): recalling the definition of $C_{1}^{\prime}$ in (8.34),

$$
\begin{align*}
-\log \operatorname{SVP}_{1}\left(g x, g x^{\prime} ; \omega\right) & =-\log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right)-\gamma_{1} \log d\left(g x, g x^{\prime}\right) \\
& \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)+B n-\gamma_{1} \log d\left(x, x^{\prime}\right)-\gamma_{1} A n  \tag{9.8}\\
& =-\log \operatorname{SVP}_{1}\left(x, x^{\prime}\right)+\left(B+\gamma_{1} A\right) n
\end{align*}
$$

This completes the argument.
The stabilization region is the set of pairs $\left(x, x^{\prime}\right)$ such that $\mathrm{VA}_{1}\left(x, x^{\prime}\right)<\omega$. We have seen in (8.7) that

$$
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \mathrm{VA}_{1}\left(x, x^{\prime}\right) e^{-B n}
$$

for any $x \neq x^{\prime}$ in $P, g \in \operatorname{supp} \nu_{\infty}^{(n)}$ and $n \in \mathbb{N}$. Consequently, if $\left(x, x^{\prime}\right)$ is not in the stabilization region then

$$
\begin{align*}
& \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)=\mathrm{VA}_{1}\left(x, x^{\prime}\right) \text { and } \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right)=\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \\
& \operatorname{SVP}_{1}\left(x, x^{\prime} ; \omega\right)=\operatorname{VP}_{1}\left(x, x^{\prime}\right) \text { and } \operatorname{SVP}_{1}\left(g x, g x^{\prime} ; \omega\right)=\operatorname{VP}_{1}\left(g x, g x^{\prime}\right) \tag{9.9}
\end{align*}
$$

for any $g \in \operatorname{supp} \nu_{\infty}^{(n)}$ and $n \in \mathbb{N}$.
Propositions 8.1 and 8.3 immediately yield the following analogues for stabilized vertical angles and vertical projections:

Proposition 9.2. For every $\delta>0, n \geqslant N_{1}, x \neq x^{\prime}$ in $E_{1}\left(\rho_{1}^{\prime}\right)$, and $\omega>0$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$,

$$
\begin{equation*}
-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime} n \text { for every } g \in \mathcal{E}_{1}^{\prime} \tag{9.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{G}-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)-\left(\kappa_{1}^{\prime}-C_{1}^{\prime} \delta\right) n \tag{9.11}
\end{equation*}
$$

Proof. Since it is assumed that $\left(x, x^{\prime}\right)$ is not in the stabilization region, (9.10) is a restatement of Proposition 8.3 and (9.11) is a restatement of Proposition 8.1.
9.2. Cutoff. Recall that $\varepsilon_{1}=\varepsilon_{1}\left(\nu_{\infty}, \delta, n\right)>0$ was chosen in Section 7.2, in the context of (7.3). As observed then, it may be taken to be arbitrarily small. In particular, it is no restriction to suppose that

$$
\begin{equation*}
\varepsilon_{1}<\min \left\{\rho_{0}, \rho_{1}^{\prime}\right\} \tag{9.12}
\end{equation*}
$$

where $\rho_{0}=\rho_{0}\left(\nu_{\infty}, n\right)>0$ is as in Corollaries 5.6 and 5.7 and $\rho_{1}^{\prime}=\rho_{1}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ is as in Propositions 8.1 and 8.3.

Arguing twice as in Remark 7.3, we find constants $\varepsilon_{1}^{\prime}=\varepsilon_{1}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ and $\tilde{\varepsilon}_{1}=\tilde{\varepsilon}_{1}\left(\nu_{\infty}, \delta, n\right)>0$ with $0<\varepsilon_{1}^{\prime}<\tilde{\varepsilon}_{1}<\varepsilon_{1}$, and a compact neighborhood $\mathcal{W}_{1}=$ $\mathcal{W}_{1}\left(\nu_{\infty}, \delta, n\right)$ of $\operatorname{supp} \nu_{\infty}^{(n)}$, such that

$$
\begin{array}{r}
g x \in E_{1}\left(\varepsilon_{1} / 2\right) \text { for every } x \in E_{1}\left(2 \tilde{\varepsilon}_{1}\right) \text { and } g \in \mathcal{W}_{1} \text { and } \\
g^{-1} x \in E_{1}\left(\tilde{\varepsilon}_{1} / 2\right) \text { for every } x \in E_{1}\left(2 \varepsilon_{1}^{\prime}\right) \text { and } g \in \mathcal{W}_{1} \tag{9.14}
\end{array}
$$

Let $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0$ be as in Proposition 5.5, and define $\varepsilon_{1}^{\prime \prime}=\varepsilon_{1}^{\prime \prime}\left(\nu_{\infty}, \delta, n\right)$ by

$$
\begin{equation*}
\varepsilon_{1}^{\prime \prime}=3 \varepsilon_{1}^{\prime} e^{-\kappa_{0} n / 2} \tag{9.15}
\end{equation*}
$$

Taking $\rho=\varepsilon_{1}^{\prime \prime}$ in Corollary 5.7, and recalling that $\varepsilon_{1}$ was chosen smaller than $\rho_{0}$, we get that there are $\tilde{k}_{1}=\tilde{k}_{1}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ and $\mathcal{D}_{k}(x)=\mathcal{D}_{k}\left(\nu_{\infty}, \delta, n, x\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ such that $\nu_{k}^{(n)}\left(\mathcal{D}_{k}(x)^{c}\right)<\delta$ and

$$
d(g x, E)>e^{\kappa_{0} n / 2} d(x, E)>e^{\kappa_{0} n / 2} \varepsilon_{1}^{\prime \prime}>2 \varepsilon_{1}^{\prime}
$$

for any $g \in \mathcal{D}_{k}(x), x \in E\left(\varepsilon_{1}, \varepsilon_{1}^{\prime \prime}\right)$ and $k \geqslant \tilde{k}_{1}$. In other words, for $k \geqslant \tilde{k}_{1}$,

$$
\begin{equation*}
x \in E\left(\varepsilon_{1}, \varepsilon_{1}^{\prime \prime}\right) \Rightarrow g x \notin E\left(2 \varepsilon_{1}^{\prime}\right) \text { for every } g \in \mathcal{D}_{k}(x) \tag{9.16}
\end{equation*}
$$

Increasing $\tilde{k}_{1}$ if necessary, we may suppose that $\operatorname{supp} \nu_{k}^{(n)} \subset \mathcal{W}_{1}$ for every $k \geqslant \tilde{k}_{1}$. Then (9.13) and (9.14) imply

$$
\begin{align*}
& E_{1}\left(2 \tilde{\varepsilon}_{1}\right) \subset \mathcal{X}_{\nu_{k}^{(n)}} E_{1}\left(\varepsilon_{1}\right) \text { and } E_{1}\left(2 \varepsilon_{1}^{\prime}\right) \subset \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{1}\right)  \tag{9.17}\\
& x \notin E_{1}\left(\tilde{\varepsilon}_{1} / 2\right) \Rightarrow g x \notin E_{1}\left(2 \varepsilon_{1}^{\prime}\right) \text { for every } g \in \operatorname{supp} \nu_{k}^{(n)} . \tag{9.18}
\end{align*}
$$

Finally, fix $\Omega_{1}=\Omega_{1}\left(\nu_{\infty}, \delta, n\right)>1$ large enough that

$$
\begin{equation*}
\Omega_{1} \varepsilon_{1}^{\prime}\left(\varepsilon_{1}^{\prime}-2 \varepsilon_{1}^{\prime \prime}\right)^{\gamma_{1}} \geqslant 1 \tag{9.19}
\end{equation*}
$$

and define

$$
\Psi_{1}\left(x, x^{\prime} ; \omega\right)= \begin{cases}\log \left(\Omega_{1}+\psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right) & \text { if } x \in E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right) \text { or } x^{\prime} \in E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)  \tag{9.20}\\ \log \Omega_{1} & \text { otherwise }\end{cases}
$$

We will refer to the set $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)^{c} \times E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)^{c}$ as the cut-off region. See Figure 7 .


Figure 7. Illustrating the cut-off in the definition of the Margulis function. The black dot at the center marks the point $(E, E)$. The dashed lined represents the boundary between the $\nu_{k}^{(n)}$-core and the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$. The shaded area is the cut-off region, where $\Psi_{1} \equiv \log \Omega_{1}$.

Proposition 9.3. There exist $\kappa_{1}^{\prime \prime \prime}=\kappa_{1}^{\prime \prime \prime}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ and $n \geqslant N_{1}$ there exists $\varepsilon_{1}^{\prime \prime \prime}=\varepsilon_{1}^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n\right)>0$ such that
(i) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\Psi_{1}\left(x, x^{\prime} ; \omega\right)>\log \Omega_{1}$,

$$
\int_{G} \Psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{\infty}^{(n)}(g) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n
$$

(ii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\Psi_{1}\left(x, x^{\prime} ; \omega\right)>\log \Omega_{1}$ and $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$,

$$
\int_{G} \Psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{\infty}^{(n)}(g) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} \delta n
$$

(iii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$,

$$
\int_{G} \Psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{\infty}^{(n)}(g) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)-\left(\kappa_{1}^{\prime \prime \prime}-C_{1}^{\prime} \delta\right) n
$$

Proof. Define $\kappa_{1}^{\prime \prime \prime}=\kappa_{1}^{\prime} / 2$. Let $n \geqslant N_{1}$. Part (i) of the proposition is a consequence of the following lemma:

Lemma 9.4. If $x \neq x^{\prime}$ in $P$ are such that $\Psi_{1}\left(x, x^{\prime} ; \omega\right)>\log \Omega_{1}$ then

$$
\begin{equation*}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n \text { for any } g \in \operatorname{supp} \nu_{\infty}^{(n)} \tag{9.21}
\end{equation*}
$$

Proof. By (9.6) and (9.1),

$$
\begin{aligned}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) & \leqslant \log \left(\Omega_{1}+\psi_{1}\left(g x, g x^{\prime} ; \omega\right)^{-1}\right) \leqslant \log \left(\Omega_{1}+e^{C_{1}^{\prime} n} \psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{1}+\psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right)+C_{1}^{\prime} n=\Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n
\end{aligned}
$$

This gives the claim.
To prove part (ii) we use Proposition 9.2: given any $\omega>0$ and $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$,

$$
\begin{equation*}
-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime} n \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right) \tag{9.22}
\end{equation*}
$$

for every $g \in \mathcal{E}_{1}^{\prime}$. Then,

$$
\begin{align*}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) & \leqslant \log \left(\Omega_{1}+\psi_{1}\left(g x, g x^{\prime} ; \omega\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{1}+\psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right)=\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) \tag{9.23}
\end{align*}
$$

for every $g \in \mathcal{E}_{1}^{\prime}$. Integrating (9.23) over $\mathcal{E}_{1}^{\prime}$ and (9.21) over the complement, we obtain the estimate in part (ii).

Now take $c=e^{-2 \kappa_{1}^{\prime \prime \prime} n}$ in the relation (9.3). By Lemma 8.6, there exists $\varepsilon_{1}^{\prime \prime \prime}>0$ depending only on $\nu_{\infty}, \delta$ and $n$ (through $c$ and $\Omega_{1}$ ) such that

$$
\begin{equation*}
-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)=-\log \psi_{1}\left(x, x^{\prime}\right) \geqslant \log \left(\Omega_{1} / \sqrt{c}\right) \tag{9.24}
\end{equation*}
$$

for any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)$. Then, using (9.22), (9.24), and (9.3),

$$
\begin{align*}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) & \leqslant \log \left(\Omega_{1}+\psi_{1}\left(g x, g x^{\prime} ; \omega\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{1}+e^{-2 \kappa_{1}^{\prime \prime \prime} n} \psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right)  \tag{9.25}\\
& \leqslant \log \left(\Omega_{1}+\psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right)-\kappa_{1}^{\prime \prime \prime} n=\Psi_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime \prime \prime} n
\end{align*}
$$

for every $g \in \mathcal{E}_{1}^{\prime}$. Integrating (9.25) over $\mathcal{E}_{1}^{\prime}$ and (9.21) over the complement, we obtain the estimate in part (iii) of the proposition.
Lemma 9.5. For any $\omega>0$ and $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ such that $x \notin E_{1}\left(\varepsilon_{1}^{\prime}\right)$ or $x^{\prime} \notin E_{1}\left(\varepsilon_{1}^{\prime}\right)$,

$$
\log \Omega_{1} \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right) \leqslant \log \Omega_{1}+\log 2
$$

Proof. The inequality on the left is an immediate consequence of the definition (9.20), and the same is true for the one on the right if both points $x$ and $x^{\prime}$ are outside $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$. Let us suppose that $x \notin E_{1}\left(\varepsilon_{1}^{\prime}\right)$ but $x^{\prime} \in E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$; the case when $x \in E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$ but $x^{\prime} \notin E_{1}\left(\varepsilon_{1}^{\prime}\right)$ is analogous. Let $y=y\left(x, x^{\prime}\right)$ be the great circle associated to $x$ and $x^{\prime}$. Then

$$
d\left(x, x^{\prime}\right) \geqslant \varepsilon_{1}^{\prime}-2 \varepsilon_{1}^{\prime \prime} \text { and } \operatorname{VA}_{1}\left(x, x^{\prime}\right)=d(y, E) \geqslant d(x, E)>\varepsilon_{1}^{\prime}
$$

and so

$$
\psi_{1}\left(x, x^{\prime} ; \omega\right) \geqslant \psi_{1}\left(x, x^{\prime}\right) \geqslant \varepsilon_{1}^{\prime}\left(\varepsilon_{1}^{\prime}-2 \varepsilon_{1}^{\prime \prime}\right)^{\gamma_{1}}
$$

In view of the definition of $\Omega_{1}$ in (9.19), it follows that

$$
\Psi_{1}\left(x, x^{\prime} ; \omega\right)=\log \left(\Omega_{1}+\psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right) \leqslant \log 2 \Omega_{1}
$$

as claimed.

## 10. Turning the perturbation on

Now we show that the conclusions of Proposition 9.3 hold for $\nu_{k}^{(n)}$ instead of $\nu_{\infty}^{(n)}$, as long as $k \in \mathbb{N}$ is sufficiently large. More precisely, we prove:

Proposition 10.1. Given $\delta>0, n \geqslant N_{1}$, and $\omega>0$ there is $k_{1}=k_{1}\left(\nu_{\infty}, \delta, n, \omega\right) \in$ $\mathbb{N}$ such that the following holds for every $k \geqslant k_{1}$ :
(i) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\Psi_{1}\left(x, x^{\prime} ; \omega\right)>\log \Omega_{1}$,

$$
\int_{G} \Psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n
$$

(ii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\Psi_{1}\left(x, x^{\prime} ; \omega\right)>\log \Omega_{1}$ and $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$,

$$
\int_{G} \Psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} \delta n
$$

(iii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$,

$$
\int_{G} \Psi_{1}\left(g x, g x^{\prime} ; \omega\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{1}\left(x, x^{\prime} ; n\right)-\left(\kappa_{1}^{\prime}-C_{1}^{\prime} \delta\right) n
$$

Keep in mind that we have chosen $\varepsilon_{1}<\rho_{1}^{\prime} \leqslant \hat{\rho}_{1}$ and $C_{1}^{\prime}=B+\gamma_{1} A$. Recall also that $\tilde{k}_{1}=\tilde{k}_{1}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ was chosen so that the relations (9.16) through (9.18) hold for every $k \geqslant \tilde{k}_{1}$. Moreover, $N_{1} \in \mathbb{N}$ is given by Propositions 8.3 and 9.2.

Proof. We are going to extend to large $k \in \mathbb{N}$ several estimates in the proof of Proposition 9.3. This will require a number of conditions on $k$, depending on $\nu_{\infty}$, $\delta, n$ and $\omega$, that we state along the way. We begin with the following extension of Lemma 9.4:

Lemma 10.2. Given $n \geqslant N_{1}$ and $\omega>0$, there is $\hat{k}_{1}=\hat{k}_{1}\left(\nu_{\infty}, n, \omega\right) \in \mathbb{N}$ such that if $x \neq x^{\prime}$ in $P$ are such that $\Psi_{1}\left(x, x^{\prime} ; \omega\right)>\log \Omega_{1}$ then

$$
\begin{equation*}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n \tag{10.1}
\end{equation*}
$$

for any $g \in \operatorname{supp} \nu_{k}^{(n)}$ and any $k \geqslant \hat{k}_{1}$.
Proof. Let $n \geqslant N_{1}$ and $\omega>0$. We claim that there is $\hat{k}_{1}=\hat{k}_{1}\left(\nu_{\infty}, n, \omega\right)$ such that

$$
\begin{equation*}
-\log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)+B n \tag{10.2}
\end{equation*}
$$

for any $x \neq x^{\prime}, g \in \operatorname{supp} \nu_{k}^{(n)}$, and $k \geqslant \hat{k}_{1}$. This can be seen as follows. If $\mathrm{VA}_{1}\left(x, x^{\prime}\right)<\omega$ then, by the definition (9.4),

$$
\begin{aligned}
& -\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right) \geqslant-\log \omega \text { and } \\
& -\log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \omega+B n \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)+B n,
\end{aligned}
$$

as claimed. Now suppose that $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$. The relation (8.7) does not apply here. Instead, from (8.5) and (9.4) we get that

$$
\begin{equation*}
-\log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)-\log \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{10.3}
\end{equation*}
$$

for every $g \in \operatorname{supp} \nu_{k}^{(n)}$, with $u=u\left(x, x^{\prime}\right)$ realizing the supremum in (8.4). The assumption $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$ means that $\left\|u^{\perp}\right\| \geqslant \omega\|u\|$. Since supp $\nu_{k}$ converges to
$\operatorname{supp} \nu_{\infty}$ in the Hausdorff topology, we may find $r_{k}=r_{k}\left(\nu_{\infty}, n\right) \rightarrow 0$ such that every $g \in \operatorname{supp} \nu_{k}^{(n)}$ is in the $r_{k}$-neighborhood of some $f \in \operatorname{supp} \nu_{\infty}^{(n)}$. Then

$$
\left\|(g u)^{\perp}-(f u)^{\perp}\right\| \leqslant\|g u-f u\| \leqslant r_{k}\|u\| \leqslant \frac{r_{k}}{\omega}\left\|u^{\perp}\right\| .
$$

Fix $\hat{k}_{1} \in \mathbb{N}$ large enough that, for every $g \in \operatorname{supp} \nu_{k}^{(n)}$ and $k \geqslant \hat{k}_{1}$,

$$
\begin{aligned}
-\log \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} & \leqslant-\log \frac{\left\|(f u)^{\perp}\right\|}{\|f u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|}+\log 2 \\
& =-\log \frac{\left\|f^{\perp} u^{\perp}\right\|}{\|f u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|}+\log 2 \\
& \leqslant \log \left\|\left(f^{\perp}\right)^{-1}\right\|+\log \|f\|+\log 2 \leqslant B n .
\end{aligned}
$$

Substituting this in (10.3) completes the proof of (10.2).
Next, substituting (10.2) and (8.2) in the definition (9.5) we find that

$$
\begin{align*}
-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) & \leqslant-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)+B n-\log d\left(x, x^{\prime}\right)+\gamma_{1} A n \\
& =-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n \tag{10.4}
\end{align*}
$$

for any $x \neq x^{\prime}, g \in \operatorname{supp} \nu_{k}^{(n)}$, and $k \geqslant \hat{k}_{1}$. Using (9.1), it follows that

$$
\begin{aligned}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) & \leqslant \log \left(\Omega_{1}+\psi_{1}\left(g x, g x^{\prime} ; \omega\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{1}+e^{C_{1}^{\prime} n} \psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{1}+\psi_{1}\left(x, x^{\prime} ; \omega\right)^{-1}\right)+C_{1}^{\prime} n=\Psi_{1}\left(x, x^{\prime} ; \omega\right)+C_{1}^{\prime} n
\end{aligned}
$$

as stated.
Next, we prove the following extension of Lemma 8.2:
Lemma 10.3. Given $\delta>0, n \geqslant N_{1}$ and $\omega>0$, there is $k_{1}^{\prime}=k_{1}^{\prime}\left(\nu_{\infty}, \delta, n, \omega\right) \in \mathbb{N}$ and for any $x \neq x^{\prime}$ in $P$ with $\operatorname{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$ there is $\mathcal{E}_{k, 1}^{\prime}=\mathcal{E}_{k, 1}^{\prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}, \omega\right) \subset$ $\operatorname{supp} \nu_{k}^{(n)}$ with $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant \max \left\{-\log \operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)-\tilde{\kappa}_{1} n, \tilde{\theta}_{1}\right\} \tag{10.5}
\end{equation*}
$$

for every $g \in \mathcal{E}_{k, 1}^{\prime}$ and $k \geqslant k_{1}^{\prime}$.
Proof. Fix $\delta>0$ and $n \geqslant N_{1}$ and $\omega>0$. Let $P_{\omega}$ denote the (compact) subset of all $v \in P$ such that $\left\|v^{\perp}\right\| /\|v\| \geqslant \omega / 2$. For $v \in P_{\omega}$ and $g$ in some compact neighborhood $V_{\omega}$ of $\operatorname{supp} \nu_{\infty}^{(n)}$, consider

$$
\begin{equation*}
(v, g) \mapsto-\log \frac{\left\|(g v)^{\perp}\right\|}{\|g v\|} \tag{10.6}
\end{equation*}
$$

As long as $V_{\omega}$ is sufficiently small, depending on $\nu_{\infty}, n$ and $\omega$, the map (10.6) is well defined and (uniformly) continuous. So, there exists $\alpha=\alpha\left(\nu_{\infty}, n, \omega\right)>0$ such that

$$
\begin{equation*}
-\log \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \leqslant-\log \frac{\left\|(f v)^{\perp}\right\|}{\|f v\|}+\log 2 \tag{10.7}
\end{equation*}
$$

whenever $d(u, v)<\alpha$ and $d(g, f)<\alpha$. Reducing $\alpha$ if necessary, depending only on $\omega$, we may also assume that

$$
\begin{equation*}
d(u, v)<\alpha \quad \Rightarrow \quad-\log \frac{\left\|u^{\perp}\right\|}{\|u\|} \geqslant-\log \frac{\left\|v^{\perp}\right\|}{\|v\|}-\log 2 . \tag{10.8}
\end{equation*}
$$

Fix $v_{1}, \ldots, v_{l} \in P_{\omega}$ such that $P_{\omega} \subset B\left(v_{1}, \alpha\right) \cup \cdots \cup B\left(v_{l}, \alpha\right)$. For each $v \in P_{\omega}$ choose $j \in\{1, \ldots, l\}$ such that $v \in B\left(v_{j}, \alpha\right)$ and then define $\mathcal{E}_{k, 0}=\mathcal{E}_{k, 0}\left(\nu_{\infty}, \delta, n, v, \omega\right) \subset$ $\operatorname{supp} \nu_{k}^{(n)}$ by

$$
\begin{equation*}
\mathcal{E}_{k, 0}=\left[\alpha-\text { neighborhood of } \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v_{j}^{\perp}\right)\right] \cap \operatorname{supp} \nu_{k}^{(n)} \tag{10.9}
\end{equation*}
$$

where $\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v_{j}^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ is as defined in Proposition 5.5. Since $\nu_{k}^{(n)}$ converges to $\nu_{\infty}^{(n)}$ in the weak* topology, the limit inferior of the $\nu_{k}^{(n)}$-measure of (10.9) as $k \rightarrow \infty$ is greater than or equal to

$$
\nu_{\infty}^{(n)}\left(\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v_{j}^{\perp}\right)\right)>1-\delta
$$

for every $j=1, \ldots, l$. In particular, there is $k_{1}^{\prime}=k_{1}^{\prime}\left(\nu_{\infty}, \delta, n, \omega\right) \in \mathbb{N}$ such that

$$
\begin{equation*}
\nu_{k}^{(n)}\left(\mathcal{E}_{k, 0}\right)>1-\delta \text { for every } k \geqslant k_{1}^{\prime} \text { and } v \in P_{\omega} \tag{10.10}
\end{equation*}
$$

Given $x \neq x^{\prime}$ with $\operatorname{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$, take $u=u^{E}+u^{\perp}$ to be a non-zero vector that realizes the supremum in (8.4). Then,

$$
\begin{align*}
& \omega \leqslant \operatorname{VA}_{1}\left(x, x^{\prime}\right)=\frac{\left\|u^{\perp}\right\|}{\|u\|} \quad \text { (in particular, } u \in P_{\omega} \text { ) and }  \tag{10.11}\\
& \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \geqslant \operatorname{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{10.12}
\end{align*}
$$

for any $g \in G$. Then define

$$
\begin{equation*}
\mathcal{E}_{k, 1}^{\prime}=\mathcal{E}_{k, 0}\left(\nu_{\infty}, \delta, n, u, \omega\right) \tag{10.13}
\end{equation*}
$$

It follows from (10.10) that $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime}\right)^{c}\right)<\delta$ for every $k \geqslant k_{1}^{\prime}$.
Let $g \in \mathcal{E}_{k, 1}^{\prime}$ and $k \geqslant k_{1}^{\prime}$. Then, by definition, there exist $v=v^{E}+v^{\perp}$ in $P_{\omega}$ (take $v=v_{j}$ as in (10.9)) and $f \in \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ such that $d(u, v)<\alpha$ and $d(g, f)<\alpha$. Thus, substituting (10.7) and (10.8) in (10.12), we find that

$$
\begin{equation*}
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \geqslant \frac{1}{2} \frac{\left\|f^{\perp} v^{\perp}\right\|}{\|f v\|} \geqslant \frac{1}{4} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|f^{\perp} v^{\perp}\right\|}{\|f v\|} \frac{\|v\|}{\left\|v^{\perp}\right\|} \tag{10.14}
\end{equation*}
$$

Let $\tau_{0}=\tau_{0}\left(\nu_{\infty}, \delta\right)>0$ be as in Proposition 5.5. If $\left\|f^{\perp} v^{\perp}\right\| /\|f v\| \geqslant \tau_{0} / 2$ then the first part of (10.14) gives that (recall (8.9) also)

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant-\log \frac{\tau_{0}}{4} \leqslant \tilde{\theta}_{1} \tag{10.15}
\end{equation*}
$$

Now suppose that $\left\|f^{\perp} v^{\perp}\right\| /\|f v\|<\tau_{0} / 2$. Then part (2) of Proposition 5.5 gives that

$$
\begin{equation*}
\frac{\left\|f v^{\perp}\right\|}{\|f v\|}<\frac{1}{2} \text { and so } \frac{\left\|f v^{E}\right\|}{\|f v\|}>\frac{1}{2} \tag{10.16}
\end{equation*}
$$

Substituting (10.16) and $\|v\| \geqslant\left\|v^{E}\right\|$ in (10.14), we find that

$$
\begin{align*}
\mathrm{VA}_{1}\left(g x, g x^{\prime}\right) & \geqslant \frac{1}{8} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|f^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|} \frac{\left\|v^{E}\right\|}{\left\|f v^{E}\right\|} \\
& =\frac{1}{8} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \frac{\left\|D f_{v^{E}}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|} \tag{10.17}
\end{align*}
$$

By part (1) of Proposition 5.5 and the choices of $\tilde{\kappa}_{1}>0$ and $\tilde{N}_{1} \in \mathbb{N}$ in (8.9), this implies

$$
\begin{align*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 8-2 \tilde{\kappa}_{1} n \\
& \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n \tag{10.18}
\end{align*}
$$

The conclusion of the lemma is contained in (10.15) and (10.18).
Next, let us prove the following extension of Lemma 8.5:
Lemma 10.4. Given $\delta>0$ and $n \geqslant N_{1}$ there exists $k_{1}^{\prime \prime}=k_{1}^{\prime \prime}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ such that for any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{1}+\tilde{\kappa}_{1} n$ there exists $\mathcal{E}_{k, 1}^{\prime \prime}=$ $\mathcal{E}_{k, 1}^{\prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ with $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime \prime}\right)^{c}\right)<\delta$ and
(10.19) $\quad-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\hat{\kappa}_{1} n$
for every $g \in \mathcal{E}_{k, 1}^{\prime \prime}$ and $k \geqslant k_{1}^{\prime \prime}$.
Proof. Let $\hat{P}$ denote the (compact) subset of pairs $(v, w) \in P \times P$ such that

$$
\begin{equation*}
\frac{\left\|v^{\perp}\right\|}{\|v\|} \leqslant \hat{\rho}_{1}<2 \hat{\rho}_{1} \leqslant \frac{\left\|w^{\perp}\right\|}{\|w\|} \tag{10.20}
\end{equation*}
$$

(as before, $v^{\perp}$ and $w^{\perp}$ denote the vertical components of $v$ and $w$ ). Let $n \geqslant N_{1}$ and $\hat{V}$ be a compact neighborhood of the support of $\nu_{\infty}^{(n)}$. Since, $\hat{\rho}_{1}=\hat{\rho}_{1}\left(\nu_{\infty}, n\right), \hat{P}$ and $\hat{V}$ depend only on $\nu_{\infty}$ and $n$. Condition (10.20) ensures that the angle between $v$ and $w$ is bounded away from zero and, consequently, so is the angle between $g v$ and $g w$ for any $g \in \hat{V}$; both bounds depend only on $\nu_{\infty}$ and $n$. Thus, the map

$$
\begin{equation*}
(v, w, g) \mapsto-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \tag{10.21}
\end{equation*}
$$

is well-defined and (uniformly) continuous on the domain $(v, w) \in \hat{P}$ and $g \in \hat{V}$. In particular, there exists $\hat{\alpha}=\hat{\alpha}\left(\nu_{\infty}, n\right)>0$ such that

$$
\begin{equation*}
-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \leqslant-\log \frac{\left\|\Pi_{f u} f z\right\|}{\|f u\|} \frac{\|u\|}{\|z\|}+\log 2 \tag{10.22}
\end{equation*}
$$

whenever $d(v, u)<\hat{\alpha}$ and $d(z, w)<\hat{\alpha}$ and $d(g, f)<\hat{\alpha}$. Reducing $\hat{\alpha}$ if necessary, depending only on $\nu_{\infty}$ and $n$, we may also suppose that

$$
\begin{equation*}
d(z, w)<\hat{\alpha} \quad \Rightarrow \quad-\log \frac{\left\|z^{\perp}\right\|}{\|z\|} \leqslant-\log \frac{\left\|w^{\perp}\right\|}{\|w\|}+\log 2 \tag{10.23}
\end{equation*}
$$

Fix points $\left(v_{1}, w_{1}\right), \ldots,\left(v_{l}, w_{l}\right) \in \hat{P}$ such that the balls of radius $\hat{\rho}$ around these points cover $\hat{P}$. For each $(v, w) \in \hat{P}$ choose $j \in\{1, \ldots, l\}$ such that $v \in B\left(v_{j}, \hat{\alpha}\right)$ and $w \in B\left(w_{j}, \hat{\alpha}\right)$ and then define $\hat{\mathcal{E}}_{k, 0}=\hat{\mathcal{E}}_{k, 0}\left(\nu_{\infty}, \delta, n, v, w\right) \subset G$ by

$$
\begin{equation*}
\hat{\mathcal{E}}_{k, 0}=\left[\hat{\alpha} \text {-neighborhood of } \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w_{j}^{\perp}\right)\right] \cap \operatorname{supp} \nu_{k}^{(n)}, \tag{10.24}
\end{equation*}
$$

where $\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w_{j}^{\perp}\right)$ is given by Proposition 5.5. Since $\nu_{k}^{(n)} \rightarrow \nu_{\infty}^{(n)}$ in the weak* topology, the limit inferior of the $\nu_{k}^{(n)}$-measure of (10.24) as $k \rightarrow \infty$ is greater than or equal to

$$
\nu_{\infty}^{(n)}\left(\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w_{j}^{\perp}\right)\right)>1-\delta
$$

for every $j=1, \ldots, l$. In particular, there is $k_{1}^{\prime \prime}=k_{1}^{\prime \prime}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ such that

$$
\begin{equation*}
\nu_{k}^{(n)}\left(\hat{\mathcal{E}}_{k, 0}\right)>1-\delta \text { for every } k \geqslant k_{1}^{\prime \prime} \text { and }(v, w) \in \hat{P} \tag{10.25}
\end{equation*}
$$

Given $x \neq x^{\prime}$ take $w=v-v^{\prime}$ to be the difference between unit vectors $v$ and $v^{\prime}$ in the directions of $x$ and $x^{\prime}$, respectively. Just as in (8.22),

$$
\begin{equation*}
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \tag{10.26}
\end{equation*}
$$

for any $g \in G$ such that $\|g v\| \geqslant\left\|g v^{\prime}\right\|$ (the case $\|g v\| \leqslant\left\|g v^{\prime}\right\|$ is analogous, reversing the roles of $x$ and $\left.x^{\prime}\right)$. The assumption $x \in E_{1}\left(\varepsilon_{1}\right)$ implies that

$$
\begin{equation*}
\frac{\left\|v^{\perp}\right\|}{\|v\|} \leqslant d(x, E) \leqslant \varepsilon_{1}<\hat{\rho}_{1} . \tag{10.27}
\end{equation*}
$$

Now assume that $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)<\tilde{\theta}_{1}+\tilde{\kappa}_{1} n$. Then, using (8.19) and (8.23),

$$
\begin{equation*}
\frac{\left\|w^{\perp}\right\|}{\|w\|}>\frac{1}{4} \mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \frac{1}{4} e^{-\tilde{\theta}_{1}-\tilde{\kappa}_{1} n}>2 \hat{\rho}_{1} \tag{10.28}
\end{equation*}
$$

Thus, $(v, w) \in \hat{P}$. Then define

$$
\begin{equation*}
\mathcal{E}_{k, 1}^{\prime \prime}=\hat{\mathcal{E}}_{k, 0}\left(\nu_{\infty}, \delta, n, v, w\right) \tag{10.29}
\end{equation*}
$$

It follows from (10.25) that $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime \prime}\right)^{c}\right)<\delta$ for every $k \geqslant k_{1}^{\prime \prime}$.
Take $u=v_{j}$ and $z=w_{j}$ as in (10.24). By definition, $(u, z) \in \hat{P}$ and $d(u, v)<\hat{\alpha}$ and $d(z, w)<\hat{\alpha}$. Let $g \in \mathcal{E}_{k, 1}^{\prime \prime}$ and $k \geqslant \hat{k}_{1}$. The definitions (10.24) and (10.29) imply that there exists $f \in \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, z^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ such that $d(g, f)<\hat{\alpha}$. Replacing $z, w$ and $g$ with $u, z$ and $f$, respectively, in (8.24) and (8.25), we find that

$$
\frac{\|f u\|}{\|u\|} \geqslant \frac{1}{2} \frac{\left\|f u^{E}\right\|}{\left\|u^{E}\right\|} \text { and }\left\|\Pi_{f u} f z\right\| \geqslant \frac{1}{2}\left\|f^{\perp} z^{\perp}\right\| .
$$

Combining this with (10.26) and (10.22), we obtain

$$
\begin{align*}
-\log d\left(g x, g x^{\prime}\right) & \leqslant-\log d\left(x, x^{\prime}\right)+\log 2-\log \frac{\left\|\Pi_{f u} f z\right\|}{\|f u\|} \frac{\|u\|}{\|z\|}  \tag{10.30}\\
& \leqslant-\log d\left(x, x^{\prime}\right)+\log 8-\log \frac{\left\|f^{\perp} z^{\perp}\right\|}{\|z\|} \frac{\left\|u^{E}\right\|}{\left\|f u^{E}\right\|}
\end{align*}
$$

Conditions (10.23) and (10.28) give that

$$
-\log \frac{\left\|z^{\perp}\right\|}{\|z\|} \leqslant-\log \frac{\left\|w^{\perp}\right\|}{\|w\|}+\log 2 \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 8
$$

Substituting this in (10.30), we find that

$$
\begin{aligned}
-\log d\left(g x, g x^{\prime}\right) & \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 64-\log \frac{\left\|f^{\perp} z^{\perp}\right\|}{\left\|z^{\perp}\right\|} \frac{\left\|u^{E}\right\|}{\left\|f u^{E}\right\|} \\
& =-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+\log 64-\log \frac{\left\|D f_{u^{E}}^{\perp} z^{\perp}\right\|}{\left\|z^{\perp}\right\|}
\end{aligned}
$$

By part (1) of Proposition 5.5 and the choice of $\widehat{N}_{1} \in \mathbb{N}$ in (8.19), this implies that

$$
\begin{aligned}
-\log d\left(g x, g x^{\prime}\right) & \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)+5-2 \hat{\kappa}_{1} n \\
& \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\hat{\kappa}_{1} n
\end{aligned}
$$

as claimed.
Now we deduce the following extension of Proposition 8.3:

Lemma 10.5. For $\delta>0$ and $n \geqslant N_{1}$ and $\omega>0$ there is $k_{1}^{\prime \prime \prime}=k_{1}^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n, \omega\right) \in \mathbb{N}$ and for $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$ there is $\mathcal{E}_{k, 1}^{\prime \prime \prime}=\mathcal{E}_{k, 1}^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}, \omega\right) \subset$ $\operatorname{supp} \nu_{k}^{(n)}$ such that $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime \prime \prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime} n \tag{10.31}
\end{equation*}
$$

for any $g \in \mathcal{E}_{k, 1}^{\prime \prime \prime}$ and $k \geqslant k_{1}^{\prime \prime \prime}$.
Proof. Fix $\delta>0$ and $n \geqslant N_{1}$ and $\omega>0$. Recall that

$$
N_{1}>\max \left\{\tilde{N}_{1}\left(\nu_{\infty}, \delta / 2\right), \hat{N}_{1}\left(\nu_{\infty}, \delta / 2\right), 2 \tilde{\theta}_{1} /\left(\gamma \hat{\kappa}_{1}\right)\right\}
$$

by (8.26). Define

$$
\begin{align*}
k_{1}^{\prime \prime \prime}= & \max \left\{k_{1}^{\prime}\left(\nu_{\infty}, \delta / 2, n, \omega\right), k_{1}^{\prime \prime}\left(\nu_{\infty}, \delta / 2, n\right)\right\} \\
& \quad \text { and } \mathcal{E}_{k, 1}^{\prime \prime \prime}=\mathcal{E}_{k, 1}^{\prime}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}, \omega\right) \cap \mathcal{E}_{k, 1}^{\prime \prime}\left(\nu_{\infty}, \delta / 2, x, x^{\prime} n\right) \tag{10.32}
\end{align*}
$$

By construction, $\mathcal{E}_{k, 1}^{\prime \prime \prime}$ is contained in the support of $\nu_{k}^{(n)}$ and $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime \prime \prime}\right)^{c}\right)<\delta$.
Consider $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega$. As observed in (9.9), the latter implies that $\operatorname{SVA}_{1}\left(x, x^{\prime} ; \omega\right)=\mathrm{VA}_{1}\left(x, x^{\prime}\right)$ and $\operatorname{SVA}_{1}\left(g x, g x^{\prime} ; \omega\right)=\mathrm{VA}_{1}\left(g x, g x^{\prime}\right)$. Thus, the claim (10.31) may be rewritten as

$$
\begin{equation*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime} n \tag{10.33}
\end{equation*}
$$

Let $g \in \mathcal{E}_{k, 1}^{\prime \prime \prime}$ and $k \geqslant k_{1}^{\prime \prime \prime}$. Suppose first that $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \tilde{\theta}_{1}+\tilde{\kappa}_{1} n$. Then, by Lemma 10.3,

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n \tag{10.34}
\end{equation*}
$$

Substituting (10.34) and (8.2) in the definition (8.13), we find that

$$
\begin{align*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\tilde{\kappa}_{1} n-\gamma_{1} \log d\left(x, x^{\prime}\right)+\gamma_{1} A n \\
& \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)-\frac{\tilde{\kappa}_{1}}{2} n \tag{10.35}
\end{align*}
$$

Now suppose that $-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{1}+\tilde{\kappa}_{1} n$. In this case, Lemma 10.3 yields

$$
\begin{equation*}
-\log \mathrm{VA}_{1}\left(g x, g x^{\prime}\right) \leqslant \tilde{\theta}_{1} \tag{10.36}
\end{equation*}
$$

whereas Lemma 10.4 asserts that

$$
\begin{equation*}
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\hat{\kappa}_{1} n \tag{10.37}
\end{equation*}
$$

Substituting (10.36) and (10.37) in the definition (8.13), we obtain

$$
\begin{aligned}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant \tilde{\theta}_{1}-\gamma_{1} \log d\left(x, x^{\prime}\right)-\gamma_{1} \log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\gamma_{1} \hat{\kappa}_{1} n \\
& \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)+\tilde{\theta}_{1}+\left(1-\gamma_{1}\right) \log \mathrm{VA}_{1}\left(x, x^{\prime}\right)-\gamma_{1} \hat{\kappa}_{1} n
\end{aligned}
$$

Since $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \leqslant 1, \gamma_{1} \leqslant 1$, and $n \geqslant N_{1} \geqslant 2 \tilde{\theta}_{1} /\left(\gamma_{1} \hat{\kappa}_{1}\right)$, it follows that

$$
\begin{align*}
-\log \mathrm{VP}_{1}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)+\tilde{\theta}_{1}-\gamma_{1} \hat{\kappa}_{1} n \\
& \leqslant-\log \mathrm{VP}_{1}\left(x, x^{\prime}\right)-\frac{\gamma_{1} \hat{\kappa}_{1}}{2} n \tag{10.38}
\end{align*}
$$

In view of choice of the constant $\kappa_{1}^{\prime}$ in (8.26), the claim (10.33) is contained in (10.35) and (10.38).

Let us go back to proving Proposition 10.1. Define

$$
\begin{equation*}
k_{1}=\max \left\{\tilde{k}_{1}, \hat{k}_{1}, k_{1}^{\prime}, k_{1}^{\prime \prime}, k_{1}^{\prime \prime \prime}\right\} \tag{10.39}
\end{equation*}
$$

By construction, $k_{1}$ depends only on $\nu_{\infty}, \delta, n$ and $\omega$. Part (i) of the proposition is an immediate consequence of Lemma 10.2. To prove part (ii), consider the set $\mathcal{E}_{k, 1}^{\prime \prime \prime}=\mathcal{E}_{k, 1}^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}, \omega\right)$ given by Lemma 10.5. Then $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, 1}^{\prime \prime \prime}\right)^{c}\right)<\delta$ and
(10.40) $-\log \psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime} n \leqslant-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)$
for every $g \in \mathcal{E}_{k, 1}^{\prime \prime \prime}$ and $k \geqslant k_{1}^{\prime \prime \prime}$. By (9.2), this implies that

$$
\begin{equation*}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant \Psi\left(x, x^{\prime} ; \omega\right) \text { for every } g \in \mathcal{E}_{k, 1}^{\prime \prime \prime} . \tag{10.41}
\end{equation*}
$$

Integrating (10.41) over $\mathcal{E}_{k, 1}^{\prime \prime \prime}$ and (10.1) over the complement, we obtain the estimate in part (ii).

Next, recall that we took $\kappa_{1}^{\prime \prime \prime}=\kappa_{1}^{\prime} / 2, c=e^{-2 \kappa_{1}^{\prime \prime \prime} n}$, and $\varepsilon_{1}^{\prime \prime \prime}>0$ such that (9.24) holds:

$$
-\log \psi_{1}\left(x, x^{\prime} ; \omega\right)=-\log \psi_{1}\left(x, x^{\prime}\right) \geqslant \Omega_{1} / \sqrt{c}
$$

for any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)$. Then, by (9.3) and the first inequality in (10.40),

$$
\begin{equation*}
\Psi_{1}\left(g x, g x^{\prime} ; \omega\right) \leqslant \Psi_{1}\left(x, x^{\prime} ; \omega\right)+\log \sqrt{c}=\Psi_{1}\left(x, x^{\prime} ; \omega\right)-\kappa_{1}^{\prime \prime \prime} n \tag{10.42}
\end{equation*}
$$

for every $g \in \mathcal{E}_{k, 1}^{\prime \prime \prime}$. Integrating (10.42) over $\mathcal{E}_{k, 1}^{\prime \prime \prime}$ and (10.1) over the complement, we obtain the estimate in part (iii) of the proposition. This completes the proof of Proposition 10.1.

It is clear from the statements of Lemma 10.2, Lemma 10.3, and Lemma 10.5 that $\hat{k}_{1}, k_{1}^{\prime}$, and $k_{1}^{\prime \prime \prime}$ may be taken to increase to $\infty$ when $\omega$ decreases to zero and $\nu_{\infty}, \delta, n$ remain fixed. Then the same is true about the map $\omega \mapsto k_{1}\left(\nu_{\infty}, \delta, n, \omega\right)$ in (10.39). Hence, we may find $\omega_{k, 1}=\omega_{k, 1}\left(\nu_{\infty}, \delta, n\right)>0$ such that

$$
\begin{equation*}
\left(\omega_{k, 1}\right)_{k} \text { decreases to } 0 \text { and } k \geqslant k_{1}\left(\nu_{\infty}, \delta, n, \omega_{k, 1}\right) \tag{10.43}
\end{equation*}
$$

for every large $k \in \mathbb{N}$. For instance, $\omega_{k, 1}=2 \inf \left\{\omega>0: k_{1}\left(\nu_{\infty}, \delta, n, \omega\right) \leqslant k\right\}$. Fix $\check{k}_{1}=\check{k}_{1}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ such that (10.43) holds for all $k \geqslant \check{k}_{1}$. Define

$$
\begin{equation*}
\psi_{k, 1}\left(x, x^{\prime}\right)=\psi_{1}\left(x, x^{\prime} ; \omega_{k, 1}\right) \text { and } \Psi_{k, 1}\left(x, x^{\prime}\right)=\Psi_{1}\left(x, x^{\prime} ; \omega_{k, 1}\right) \tag{10.44}
\end{equation*}
$$

Then the following statement is contained in Proposition 10.1:
Corollary 10.6. For any $\delta>0, n \geqslant N_{1}$, and $k \geqslant \check{k}_{1}$ :
(i) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\Psi_{k, 1}\left(x, x^{\prime}\right)>\log \Omega_{1}$,

$$
\int_{G} \Psi_{k, 1}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)+C_{1}^{\prime} n
$$

(ii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\Psi_{k, 1}\left(x, x^{\prime}\right)>\log \Omega_{1}$ and $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega_{k, 1}$,

$$
\int_{G} \Psi_{k, 1}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)+C_{1}^{\prime} \delta n .
$$

(iii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega_{k, 1}$,

$$
\int_{G} \Psi_{k, 1}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)-\left(\kappa_{1}^{\prime}-C_{1}^{\prime} \delta\right) n
$$

## 11. Recoupling and conclusion

Here we resolve the difficulty arising out of the discontinuity of the Margulis function $\Psi_{k, 1}$. The main issue is that the inequality in Lemma 10.2 may not hold when trajectories leave the cut-off region, that is, when $\Psi_{k, 1}\left(x, x^{\prime} ; n\right)=\log \Omega_{1}$ but $\Psi\left(g x, g x^{\prime} ; n\right) \neq \log \Omega_{1}$ for some $g$ in the support of $\nu_{k}^{(n)}$. That may cause the analogue of (6.26) to fail at such points, which is catastrophic for our proof.

From the form of the cut-off, that problem can only happen if both $x$ and $x^{\prime}$ are outside $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$ and at least one of $g x$ or $g x^{\prime}$ is inside $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$. This is a relatively rare occurrence: for instance, Proposition 5.5 shows that, for every $x$ not too far from $E$, the image $g x$ is further away from $E$ for the majority of $g$ in the support of $\nu_{\infty}^{(n)}$. However, we still need to handle those rare cases where at least one of the points $g x$ or $g x^{\prime}$ is in $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$.

The idea is to modify the dynamics on the space of pairs, more precisely the self-coupling $\widetilde{\mathcal{T}}_{k, 1}$ of the Markov operator $\mathcal{T}_{k, 1}$, to allow for the points $x$ and $x^{\prime}$ to move in a more independent way: instead of the diagonal embedding, we will consider couplings supported on pairs $\left(u, u^{\prime}\right)$ such that if one of the components is in $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$ then the other lies outside $E_{1}\left(\varepsilon_{1}^{\prime}\right)$. Then $\Psi_{k, 1}\left(u, u^{\prime}\right)$ remains bounded above by a constant, which avoids the catastrophe.
11.1. Recoupling. As in Section 7.2, for each $k \in \mathbb{N}$ let

$$
\mathcal{T}_{k, 1}: \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)\right) \rightarrow \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)\right), \quad \mathcal{T}_{k, 1} \varphi(x)=\int_{E_{1}\left(\varepsilon_{1}\right)} \varphi(y) d \sigma_{k, 1, x}(y)
$$

be a continuous Markov operator adapted to $\left(\nu_{k}^{(n)}, E_{1}\left(\varepsilon_{1}\right)\right)$, and let $\eta_{k, 1}$ be a $\mathcal{T}_{k, 1^{-}}$ invariant probability measure converging, as $k \rightarrow \infty$, to a probability measure $\eta_{\infty, 1}$ such that $\eta_{\infty, 1}(E)>0$. Recall that $\varepsilon_{1}>0$ was chosen small enough that

$$
\begin{equation*}
\eta_{\infty, 1}\left(E_{1}\left(\varepsilon_{1}\right) \backslash E_{1}\right)<\frac{1}{10} \eta_{\infty, 1}\left(E_{1}\right) \tag{11.1}
\end{equation*}
$$

Then, for every $k$ sufficiently large,

$$
\begin{equation*}
\eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}, \varepsilon_{1}^{\prime \prime \prime}\right)\right)<\frac{2}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) \tag{11.2}
\end{equation*}
$$

Consider $X=X^{\prime}=E_{1}\left(\varepsilon_{1}\right)$ and $Y=Y^{\prime}=E_{1}\left(\varepsilon_{1}\right)$, and $\eta_{y}=\eta_{y}^{\prime}=\sigma_{k, 1, y}$ for every $y \in Y$. Moreover, let $K=\operatorname{Diag}_{1}$ be the diagonal of $E_{1}\left(\varepsilon_{1}\right)^{2}$. Clearly, $K(x)=K^{\prime}(x)=\{x\}$ for every $x \in X$. Since the $\sigma_{k, 1, y}$ are non-atomic measures, it follows that $\sigma_{k, 1, y}\left(K\left(x^{\prime}\right)\right)=\sigma_{k, 1, y}\left(K^{\prime}(x)\right)=\{0\}$ for every $x, x^{\prime}$ and $y$. Thus (6.10) holds in this case, and so we may use Proposition 6.9 to find a continuous family

$$
\left\{\tilde{\theta}_{k, 1, x, x^{\prime}}:\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}\right\}
$$

of generic probability measures on $E_{1}\left(\varepsilon_{1}\right)^{2}$ such that each $\tilde{\theta}_{k, 1, x, x^{\prime}}$ is a coupling of $\sigma_{k, 1, x}$ and $\sigma_{k, 1, x^{\prime}}$ vanishing on a uniform neighborhood of the diagonal.

Let $\nu_{k, 1, x}^{(n)}$ and $\nu_{k, 1, x, x^{\prime}}^{(n)}$ denote the push-forwards of $\nu_{k}^{(n)}$ under the maps $G \rightarrow P$, $g \mapsto g x$ and $G \rightarrow P \times P, g \mapsto\left(g x, g x^{\prime}\right)$, respectively. Let $\tilde{\omega}: E_{1}\left(\varepsilon_{1}\right)^{2} \rightarrow[0,1]$ be a continuous function such that $\tilde{\omega}\left(x, x^{\prime}\right)=0$ if $x$ and $x^{\prime}$ are both in $E_{1}\left(\tilde{\varepsilon}_{1}\right)$, and $\tilde{\omega}\left(x, x^{\prime}\right)=1$ if either point is outside $E_{1}\left(2 \tilde{\varepsilon}_{1}\right)$. Then

$$
\begin{equation*}
\tilde{\sigma}_{k, 1, x, x^{\prime}}=\left(1-\tilde{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, 1, x, x^{\prime}}^{(n)}+\tilde{\omega}\left(x, x^{\prime}\right) \tilde{\theta}_{k, 1, x, x^{\prime}} \tag{11.3}
\end{equation*}
$$

is a coupling of $\sigma_{k, 1, x}$ and $\sigma_{k, 1, x^{\prime}}$ depending continuously on $\left(x, x^{\prime}\right)$, and so

$$
\tilde{\mathcal{T}}_{k, 1}: \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right), \quad \widetilde{\mathcal{T}}_{k, 1} \varphi\left(x, x^{\prime}\right)=\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \varphi\left(y, y^{\prime}\right) d \tilde{\sigma}_{k, 1, x, x^{\prime}}\left(y, y^{\prime}\right)
$$

is a continuous self-coupling of $\mathcal{T}_{k, 1}$. Since $\nu_{k}^{(n)}$ and $\tilde{\theta}_{k, 1, x, x^{\prime}}$ are generic measures, so is $\tilde{\sigma}_{k, 1, x, x^{\prime}}$. We are going to modify these Markov operators on the recoupling region $E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right)^{2}$ as follows. See Figure 8.

For $x \in E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right)$, it follows from (9.16) that the subset of $g \in \operatorname{supp} \nu_{k}^{(n)} \operatorname{such}$ that $g x \in E_{1}\left(2 \varepsilon_{1}^{\prime}\right)$ is disjoint from the set $\mathcal{D}_{k}(x)$ given by Corollary 5.7. Hence,

$$
\begin{equation*}
\nu_{k, 1, x}^{(n)}\left(E_{1}\left(2 \varepsilon_{1}^{\prime}\right)\right) \leqslant \nu_{k}^{(n)}\left(\mathcal{D}_{k}(x)^{c}\right)<\delta \text { for every } x \in E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right) \tag{11.4}
\end{equation*}
$$

Keep in mind that $\sigma_{k, 1, x}=\nu_{k, 1, x}^{(n)}$ if $x$ is in the $\nu_{k}^{(n)}$-core of $E_{1}\left(\varepsilon_{1}\right)$.


Figure 8. Illustrating the recoupling of the Markov operators. The black dot at the center marks the point $(E, E)$. The dashed lined corresponds to the boundary between the $\nu_{k}^{(n)}$-core and the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$. The shaded area is the recoupling region. On the complement, marked in white, $\hat{\sigma}_{k, 1, x, x^{\prime}}=\tilde{\sigma}_{k, 1, x, x^{\prime}}$. On the dark gray area $\tilde{\sigma}_{k, 1, x, x^{\prime}}$ is replaced with $\zeta_{k, 1, x, x^{\prime}}$, and on the light gray area we interpolate between the two.

Consider $X=X^{\prime}=E_{1}\left(\varepsilon_{r}\right), Y=Y^{\prime}=E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right)^{2}$, and $\eta_{y}=\eta_{y}^{\prime}=\sigma_{k, 1, y}$ for every $y \in Y$. Moreover, let $K=E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2} \cup \operatorname{Diag}_{1}$. Then

$$
K\left(x^{\prime}\right)=E_{1}\left(\varepsilon_{1}^{\prime}\right) \cup\left\{x^{\prime}\right\} \text { and } K^{\prime}(x)=E_{1}\left(\varepsilon_{1}^{\prime}\right) \cup\{x\}
$$

for every $\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}$. Since the $\sigma_{k, 1, y}$ are non-atomic measures, it follows from (11.4) that $\sigma_{k, 1, y}\left(K\left(x^{\prime}\right)\right)$ and $\sigma_{k, 1, y}\left(K^{\prime}(x)\right)$ are less than $\delta<1 / 2$ for every $x, x^{\prime}$ and $y$. This ensures that (6.10) holds in this case, and so we may use Proposition 6.9 to find a continuous family

$$
\left\{\zeta_{k, 1, x, x^{\prime}}:\left(x, x^{\prime}\right) \in E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right)^{2}\right\}
$$

of generic probability measures on $E_{1}\left(\varepsilon_{1}\right)^{2}$ such that every $\zeta_{k, 1, x, x^{\prime}}$ is a coupling of $\sigma_{k, 1, x}$ and $\sigma_{k, 1, x^{\prime}}$ which vanishes on a uniform neighborhood of the diagonal and satisfies

$$
\begin{equation*}
\zeta_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right)=0 \tag{11.5}
\end{equation*}
$$

Fix a continuous function $\tau: E_{1}\left(\varepsilon_{1}\right)^{2} \rightarrow[0,1]$ such that $\tau \equiv 1$ on $E_{1}\left(\tilde{\varepsilon}_{1}, 2 \varepsilon_{1}^{\prime \prime}\right)^{2}$ and $\tau \equiv 0$ on the complement of $E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right)^{2}$. Check Figure 8. Then define

$$
\begin{equation*}
\hat{\sigma}_{k, 1, x, x^{\prime}}=\left(1-\tau\left(x, x^{\prime}\right)\right) \tilde{\sigma}_{k, 1, x, x^{\prime}}+\tau\left(x, x^{\prime}\right) \zeta_{k, 1, x, x^{\prime}} \tag{11.6}
\end{equation*}
$$

for every $\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}$. It is clear that $\hat{\sigma}_{k, 1, x, x^{\prime}}$ is a coupling of $\sigma_{k, 1, x}$ and $\sigma_{k, 1, x^{\prime}}$ depending continuously on $\left(x, x^{\prime}\right)$. Thus

$$
\widehat{\mathcal{T}}_{k, 1}: \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right), \quad \widehat{\mathcal{T}}_{k, 1} \varphi\left(x, x^{\prime}\right)=\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \varphi\left(y, y^{\prime}\right) d \hat{\sigma}_{k, 1, x, x^{\prime}}\left(y, y^{\prime}\right)
$$

is also a continuous self-coupling of $\mathcal{T}_{k, 1}$. Moreover, $\hat{\sigma}_{k, 1, x, x^{\prime}}$ is a generic measure, since $\tilde{\sigma}_{k, 1, x, x^{\prime}}$ and $\zeta_{k, 1, x, x^{\prime}}$ are generic, and it coincides with $\tilde{\sigma}_{k, 1, x, x^{\prime}}$ outside the recoupling region $E_{1}\left(2 \tilde{\varepsilon}_{1}, \varepsilon_{1}^{\prime \prime}\right)^{2}$.

Lemma 11.1. Let $\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}$ be such that
(a) either at least one of the points $x$ or $x^{\prime}$ is in the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$,
(b) or both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{1}\left(\varepsilon_{1}\right)$ but outside $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$.

Then $\hat{\sigma}_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right)=0$ and so $\hat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \log \Omega_{1}+\log 2$.
Proof. Let us begin by proving the claim that $\hat{\sigma}_{k, 1, x, x^{\prime}}$ vanishes on $E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}$. If $x$ is in the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$ then, using (9.17),

$$
\hat{\sigma}_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right) \leqslant \sigma_{k, 1, x}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)\right) \leqslant \sigma_{k, 1, x}\left(\mathcal{X}_{\nu_{k}^{\prime(n)}}^{\#} E_{1}\left(\varepsilon_{1}\right)\right)=0
$$

The same argument applies when $x^{\prime}$ is in the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$. This settles the claim in case (a). Now let $x$ and $x^{\prime}$ be as in (b). Keep in mind that $\sigma_{k, 1, x}=\nu_{k, 1, x}^{(n)}$ and $\sigma_{k, 1, x^{\prime}}=\nu_{k, 1, x^{\prime}}^{(n)}$. By (11.5), $\zeta_{k, 1, x, x^{\prime}}$ vanishes on $E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}$, and so (11.6) gives that

$$
\hat{\sigma}_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right)=\left(1-\tau\left(x, x^{\prime}\right)\right) \tilde{\sigma}_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right) .
$$

If $x$ and $x^{\prime}$ are both in $E_{1}\left(\tilde{\varepsilon}_{1}\right)$ then $\tau\left(x, x^{\prime}\right)=1$, and the claim follows. When $x \notin E_{1}\left(\tilde{\varepsilon}_{1}\right)$ we get from (9.18) that $\nu_{k, 1, x}^{(n)}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)\right)=0$. Then

$$
\tilde{\sigma}_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right) \leqslant \sigma_{k, 1, x}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)\right)=\nu_{k, 1, x}^{(n)}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)\right)=0
$$

The case when $x^{\prime} \notin E_{1}\left(\tilde{\varepsilon}_{1}\right)$ is analogous. We have shown that $\hat{\sigma}_{k, 1, x, x^{\prime}}\left(E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}\right)=0$ also in case (b).

By Lemma 9.5, it follows that $\Psi_{k, 1}\left(u, u^{\prime}\right) \leqslant \log \Omega_{1}+\log 2$ for $\hat{\sigma}_{k, 1, x, x^{\prime}}$-almost every $\left(u, u^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}$. Integrating with respect to $\hat{\sigma}_{k, 1, x, x^{\prime}}$ we immediately get that $\widehat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \log \Omega_{1}+\log 2$.
Proposition 11.2. There exist $\kappa_{1}^{\prime \prime \prime}=\kappa_{1}^{\prime \prime \prime}\left(\nu_{\infty}\right)>0$ and $C_{1}^{\prime \prime \prime}=C_{1}^{\prime \prime \prime}\left(\nu_{\infty}\right)>0$ such that given any $\delta>0$ and $n \geqslant N_{1}$ the following holds for every $k \geqslant \check{k}_{1}$ :
(i) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$

$$
\widehat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)+C_{1}^{\prime \prime \prime} n
$$

(ii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega_{k, 1}$,

$$
\widehat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)+C_{1}^{\prime \prime \prime}(1+\delta n)
$$

(iii) For any $x \neq x^{\prime}$ in $E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)$ with $\mathrm{VA}_{1}\left(x, x^{\prime}\right) \geqslant \omega_{k, 1}$,

$$
\widehat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)-\left(\kappa_{1}^{\prime \prime \prime}-C_{1}^{\prime \prime \prime} \delta\right) n
$$

Proof. Take $\kappa_{1}^{\prime \prime \prime}=\kappa_{1}^{\prime}$ and $C_{1}^{\prime \prime \prime}=\max \left\{C_{1}^{\prime}, \log 2\right\}$, and let $k \geqslant \check{k}_{1}$. We split the argument into four cases (check Figure 8).

First, suppose that both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{1}\left(\varepsilon_{1}\right)$, and at least one of them is in $E_{1}\left(\varepsilon_{1}^{\prime \prime}\right)$. This is necessarily the case in the setting of (iii). In particular ( $x, x^{\prime}$ ) is outside the cut-off region,

$$
\Psi_{k, 1}\left(x, x^{\prime}\right)=\log \left(\Omega_{1}+\psi_{k, 1}\left(x, x^{\prime}\right)^{-1}\right)>\log \Omega_{1}
$$

and there is no recoupling either:

$$
\hat{\sigma}_{k, 1, x, x^{\prime}}=\nu_{k, 1, x, x^{\prime}}^{(n)}, \quad \widehat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right)=\int_{G} \Psi_{k, 1}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g)
$$

Hence the claims in (i), (ii) and (iii) are contained in Corollary 10.6.
Now suppose that both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{1}\left(\varepsilon_{1}\right)$ but outside $E_{1}\left(\varepsilon_{1}^{\prime \prime}\right)$, and at least one of them is in $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$. It is still true that $\left(x, x^{\prime}\right)$ is outside the cut-off region, and so $\Psi_{k, 1}\left(x, x^{\prime}\right)>\log \Omega_{1}$. Thus the estimates in Corollary 10.6 remain valid for

$$
\begin{equation*}
\int \Psi_{k, 1} d \tilde{\sigma}_{k, 1, x, x}=\int_{G} \Psi_{k, 1}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \tag{11.7}
\end{equation*}
$$

However, this time ( $x, x^{\prime}$ ) may be in the recoupling region. That is dealt with as follows. By (11.5), the measure $\zeta_{k, 1, x, x^{\prime}}$ vanishes on $E_{1}\left(\varepsilon_{1}^{\prime}\right)^{2}$. Thus, by Lemma 9.5,

$$
\begin{equation*}
\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \Psi_{k, 1} d \zeta_{k, 1, x, x} \leqslant \log \Omega_{1}+\log 2 \leqslant \Psi_{k, 1}\left(x, x^{\prime}\right)+\log 2 \tag{11.8}
\end{equation*}
$$

The claims (i) and (ii) follow because, by (11.6), $\widehat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right)$ is a convex combination of the integrals in (11.7) and (11.8).

Next suppose that both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{1}\left(\varepsilon_{1}\right)$ but outside $E_{1}\left(2 \varepsilon_{1}^{\prime \prime}\right)$. This corresponds to case (b) of Lemma 11.1: claims (i) and (ii) are contained in the conclusion of that lemma. Finally, suppose that at lest one of the points $x$ and $x^{\prime}$ is in the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$. This is precisely the situation in case (a) of Lemma 11.1, and so claims (i) and (ii) are again contained in the conclusion of that lemma.
11.2. Contradicting $\operatorname{dim} E=1$. We are going to use the following refinement of Lemma 6.21:

Lemma 11.3. Let $\mathcal{T}: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be a Markov operator and $\psi: X \rightarrow[0, \infty]$ be a measurable function. Suppose that there exist constants $\kappa_{A}, \kappa_{B}^{\prime}, \kappa_{B}^{\prime \prime} \in \mathbb{R}$ and pairwise disjoint sets $A, B^{\prime}, B^{\prime \prime}$ such that $X=A \cup B^{\prime} \cup B^{\prime \prime}$ and
(i) $\mathcal{T} \psi(x) \leqslant \psi(x)-\kappa_{A}$ for $x \in A$,
(ii) $\mathcal{T} \psi(x) \leqslant \psi(x)+\kappa_{B}^{\prime}$ for $x \in B^{\prime}$,
(iii) $\mathcal{T} \psi(x) \leqslant \psi(x)+\kappa_{B}^{\prime \prime}$ for $x \in B^{\prime \prime}$.

Let $\hat{\eta}$ be a measure on $X$ with $\int \psi d \hat{\eta}<\infty$ and $\int_{X} \mathcal{T} \psi(x) d \hat{\eta}(x) \geqslant \int_{X} \psi(x) d \hat{\eta}(x)$. Then

$$
\begin{equation*}
\hat{\eta}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A} \hat{\eta}(X)-\left(\kappa_{A}+\kappa_{B}^{\prime}\right) \hat{\eta}\left(B^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \tag{11.9}
\end{equation*}
$$

Proof. Conditions (i) - (iii) imply

$$
\begin{aligned}
\int_{X} \psi(x) d \hat{\eta}(x) & \leqslant \int_{X} \mathcal{T} \psi(x) d \hat{\eta}(x) \\
& \leqslant \int_{X} \psi(x) d \hat{\eta}(x)-\kappa_{A} \theta(A)+\kappa_{B}^{\prime} \theta\left(B^{\prime}\right)+\kappa_{B}^{\prime \prime} \theta\left(B^{\prime \prime}\right)
\end{aligned}
$$

Thus, $-\kappa_{A} \hat{\eta}(A)+\kappa_{B}^{\prime} \hat{\eta}\left(B^{\prime}\right)+\kappa_{B}^{\prime \prime} \hat{\eta}\left(B^{\prime \prime}\right) \geqslant 0$, which implies (11.9).
Take $X=E_{1}\left(\varepsilon_{1}\right)^{2}, \mathcal{T}=\hat{\mathcal{T}}_{k, 1}, \psi=\Psi_{k, 1}, \hat{\eta}=\hat{\eta}_{k, 1}$, and

$$
\begin{align*}
A_{k} & =\left\{\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}^{\prime \prime \prime}\right)^{2}: \operatorname{VA}_{1}\left(x, x^{\prime}\right)>\omega_{k, 1}\right\}  \tag{11.10}\\
B^{\prime} & =\left\{\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}: d(x, E)>\varepsilon_{1}^{\prime \prime \prime} \text { or } d\left(x^{\prime}, E\right)>\varepsilon_{1}^{\prime \prime \prime}\right\}  \tag{11.11}\\
B_{k}^{\prime \prime} & =\left\{\left(x, x^{\prime}\right) \in E_{1}\left(\varepsilon_{1}\right)^{2}: \operatorname{VA}_{1}\left(x, x^{\prime}\right) \leqslant \omega_{k, 1}\right\} \tag{11.12}
\end{align*}
$$

It is clear that $A=A_{k}$ is disjoint from $B=B^{\prime} \cup B_{k}^{\prime \prime}$, and their union is the whole $E_{1}\left(\varepsilon_{1}\right)^{2}$. The sets $B^{\prime}$ and $B^{\prime \prime}=B_{k}^{\prime \prime}$ are also disjoint if $k$ is sufficiently large, because

$$
\mathrm{VA}_{1}\left(x, x^{\prime}\right)=d\left(x+x^{\prime}, E\right) \geqslant \max \left\{d(x, E), d\left(x^{\prime}, E\right)\right\}
$$

is greater than $\varepsilon_{1}^{\prime \prime \prime}$ whereas $\left(\omega_{k, 1}\right)_{k}$ converges to zero when $k \rightarrow \infty$. Also, $A \cup B^{\prime} \cup B^{\prime \prime}$ is the whole $E_{1}\left(\varepsilon_{1}\right)^{2}$. Moreover, (7.2) implies that $B^{\prime \prime}=\varnothing$ when $\operatorname{dim} E=1$.

Proposition 11.2 shows that, assuming that $k$ is sufficiently large, the hypotheses of Lemma 11.3 are satisfied for these choices, with

$$
\kappa_{A}=\left(\kappa_{1}^{\prime \prime \prime}-C_{1}^{\prime \prime \prime} \delta\right) n, \quad \kappa_{B}^{\prime}=C_{1}^{\prime \prime \prime}(1+\delta n), \text { and } \kappa_{B}^{\prime \prime}=C_{1}^{\prime \prime \prime} n .
$$

Take $\delta>0$ to be sufficiently small, depending on $\nu_{\infty}$, and $n \in \mathbb{N}$ to be sufficiently large, depending on $\nu_{\infty}$ and $\delta$, that

$$
\begin{equation*}
\kappa_{A}>9 \kappa_{B}^{\prime} \tag{11.13}
\end{equation*}
$$

As in Proposition 6.23, we find a sequence $\left(\hat{\eta}_{k, 1, j}\right)_{j}$ of probability measures on $E_{1}\left(\varepsilon_{1}\right)^{2}$ converging to a $\widehat{\mathcal{T}}_{k, 1}$-invariant self-coupling $\hat{\eta}_{k, 1}$ of $\eta_{k, 1}$ such that every $\hat{\eta}_{k, 1, j}$ satisfies $\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \Psi_{k, 1} d \hat{\eta}_{k, 1, j}<\infty$ and

$$
\int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \hat{\mathcal{T}}_{k, 1} \Psi_{k, 1}\left(x, x^{\prime}\right) d \hat{\eta}_{k, 1, j}\left(x, x^{\prime}\right) \geqslant \int_{E_{1}\left(\varepsilon_{1}\right)^{2}} \Psi_{k, 1}\left(x, x^{\prime}\right) d \hat{\eta}_{k, 1, j}\left(x, x^{\prime}\right)
$$

Applying Lemma 11.3 with $\mathcal{T}=\widehat{\mathcal{T}}_{k, 1}$ and $\hat{\eta}=\hat{\eta}_{k, 1, j}$ we get that

$$
\begin{equation*}
\hat{\eta}_{k, 1, j}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A} \hat{\eta}_{k, 1, j}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)-\left(\kappa_{A}+\kappa_{B}^{\prime}\right) \hat{\eta}_{k, 1, j}\left(B^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \tag{11.14}
\end{equation*}
$$

for every $j$. Passing to the limit as $j \rightarrow \infty$, we conclude that

$$
\begin{equation*}
\hat{\eta}_{k, 1}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A} \hat{\eta}_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)-\left(\kappa_{A}+\kappa_{B}^{\prime}\right) \hat{\eta}_{k, 1}\left(B^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \tag{11.15}
\end{equation*}
$$

Observe that $\hat{\eta}_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)^{2}\right)=\eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right)$ and, using (11.2),

$$
\begin{equation*}
\hat{\eta}_{k, 1}\left(B^{\prime}\right) \leqslant 2 \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}, \varepsilon_{1}^{\prime \prime \prime}\right)\right)<\frac{4}{10} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) . \tag{11.16}
\end{equation*}
$$

Thus, (11.13) and (11.15) imply

$$
\begin{equation*}
\hat{\eta}_{k, 1}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A}-\frac{4}{10}\left(\kappa_{A}+\kappa_{B}^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right)>0 \tag{11.17}
\end{equation*}
$$

When $\operatorname{dim} E=1$ this yields a contradiction, because $B^{\prime \prime}$ is empty in that case. Thus $\operatorname{dim} E \geqslant 2$.
11.3. Completing the first step. Let us consider the map

$$
\Sigma: E_{1}\left(\varepsilon_{1}\right)^{2} \backslash \operatorname{Diag}_{1} \rightarrow \operatorname{Gr}(2, d), \quad \Sigma\left(x, x^{\prime}\right)=x+x^{\prime}
$$

We would like to define $\eta_{k, 2}=\Sigma_{*}\left(\tilde{\eta}_{k, 1}\right)$ but there is a problem in that $\Sigma\left(x, x^{\prime}\right)$ is not defined on $\mathrm{Diag}_{1}$ and we cannot exclude the possibility that $\tilde{\eta}_{k, 1}$ is positive on the diagonal.

To by-pass this difficulty, we introduce the compact topological spaces

$$
\begin{aligned}
\mathcal{Y}_{1} & =\left\{\left(x, x^{\prime}, y\right) \in \operatorname{Gr}(1, d)^{2} \times \operatorname{Gr}(2, d): x \subset y \text { and } x^{\prime} \subset y\right\} \\
\mathcal{Y}_{1}(\varepsilon) & =\left\{\left(x, x^{\prime}, y\right) \in \mathcal{Y}_{1}: x, x^{\prime} \in E_{1}(\varepsilon)\right\} \text { for } \varepsilon>0,
\end{aligned}
$$

together with the canonical projections

$$
\begin{aligned}
& p_{1}: \mathcal{Y}_{1} \rightarrow \operatorname{Gr}(1, d)^{2}, \quad\left(x, x^{\prime}, y\right) \mapsto\left(x, x^{\prime}\right) \\
& p_{2}: \mathcal{Y}_{1} \rightarrow \operatorname{Gr}(2, d), \quad\left(x, x^{\prime}, y\right) \mapsto y .
\end{aligned}
$$

For $\left(x, x^{\prime}, y\right) \in \mathcal{Y}_{1}, k \in \mathbb{N}$, and $n \in \mathbb{N}$, denote by $\nu_{k, 1, x, x^{\prime}, y}^{(n)}$ the image of $\nu_{k}^{(n)}$ under the diagonal action

$$
G \rightarrow \mathcal{Y}_{1}, \quad\left(g \mapsto\left(g x, g x^{\prime}, g y\right)\right.
$$

Clearly, each $\nu_{k, 1, x, x^{\prime}, y}^{(n)}$ is a lift of $\nu_{k, 1, x, x^{\prime}}^{(n)}$ relative to $p_{1}: \mathcal{Y}_{1} \rightarrow \operatorname{Gr}(1, d)^{2}$. The complement of the diagonal in $\operatorname{Gr}(1, d)^{2}$ embeds in $\mathcal{Y}_{1}$ through

$$
\left(x, x^{\prime}\right) \mapsto\left(x, x^{\prime}, x+x^{\prime}\right)
$$

In particular, every measure $\xi$ on $\operatorname{Gr}(1, d)^{2}$ that vanishes on the diagonal has a (unique) lift $\check{\xi}$ to $\mathcal{Y}_{1}$.

From the relations (11.3) and (11.6), we see that

$$
\begin{equation*}
\hat{\sigma}_{k, 1, x, x^{\prime}}=\left(1-\check{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, 1, x, x^{\prime}}^{(n)}+\check{\omega}\left(x, x^{\prime}\right) \hat{\theta}_{k, 1, x, x^{\prime}} \tag{11.18}
\end{equation*}
$$

where $\check{\omega}: E_{1}\left(\varepsilon_{1}\right)^{2} \rightarrow[0,1]$ is a continuous function that vanishes identically on $E_{1}\left(\varepsilon_{1}^{\prime \prime}\right)^{2}$, and each $\hat{\theta}_{k, 1, x, x^{\prime}}$ is a coupling of $\sigma_{k, 1, x}$ and $\sigma_{k, 1, x^{\prime}}$ vanishing on a uniform neighborhood of the diagonal. In view of the previous remarks, it follows that the $\hat{\sigma}_{k, 1, x, x^{\prime}}$ lift to probability measures

$$
\begin{equation*}
\check{\sigma}_{k, 1, x, x^{\prime}, y}=\left(1-\check{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, 1, x, x^{\prime}, y}^{(n)}+\check{\omega}\left(x, x^{\prime}\right) \check{\theta}_{k, 1, x, x^{\prime}, y} \tag{11.19}
\end{equation*}
$$

on $\mathcal{Y}_{1}\left(\varepsilon_{1}\right)$, where $\check{\theta}_{k, 1, x, x^{\prime}, y}$ is the unique lift of $\hat{\theta}_{k, 1, x, x^{\prime}}$. Since $\nu^{(n)}$ and $\hat{\theta}_{k, 1, x, x^{\prime}}$ are generic measures, so is $\check{\sigma}_{k, 1, x, x^{\prime}, y}$ for every $\left(x, x^{\prime}, y\right) \in \mathcal{Y}_{1}\left(\varepsilon_{1}\right)$.

It is clear that $\check{\nu}_{k, x, x^{\prime}, y}^{(n)}$ varies continuously on $\mathcal{Y}_{1}\left(\varepsilon_{1}\right)$ and, by uniqueness, so does $\check{\theta}_{k, 1, x, x^{\prime}, y}$. Thus,

$$
\check{\mathcal{T}}_{k, 1}: \mathcal{B}\left(\mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right) \rightarrow \mathcal{B}\left(\mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right), \quad \check{\mathcal{T}}_{k, 1} \Psi\left(x, x^{\prime}, y\right)=\int_{\mathcal{Y}_{1}\left(\varepsilon_{1}\right)} \Psi d \check{\sigma}_{k, 1, x, x^{\prime}, y}
$$

defines a continuous Markov operator. From the definition we see that $\check{\mathcal{T}}_{k, 1}$ is a lift of $\widehat{\mathcal{T}}_{k, 1}$, in the sense that

$$
\check{\mathcal{T}}_{k, 1}\left(\psi \circ p_{1}\right)=\left(\widehat{\mathcal{T}}_{k, 1} \psi\right) \circ p_{1} \text { for every } \psi \in \mathcal{B}\left(\mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right)
$$

Thus, the construction in Proposition 6.23 can be applied simultaneously to the two operators, to yield a sequence of probability measures $\check{\eta}_{k, 1, j}$ converging to
a $\check{\mathcal{T}}_{k, 1}$-invariant measure $\check{\eta}_{k, 1}$ on $\mathcal{Y}_{1}\left(\varepsilon_{1}\right)$, and whose projections down to $E_{1}\left(\varepsilon_{1}\right)^{2}$ are self-couplings $\hat{\eta}_{k, 1, j}$ of the $\eta_{k, 1}$ vanishing on neighborhoods of the diagonal of $E_{1}\left(\varepsilon_{1}\right)^{2}$, and converging to the $\widehat{\mathcal{T}}_{k, 1}$-invariant measure $\hat{\eta}_{k, 1}$.

Next, define $\eta_{k, 2}=p_{2 *} \check{\eta}_{k, 1}$ and let $\left\{d \check{\eta}_{k, 1, v}: v \in p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right\}$ be a disintegration of $\check{\eta}_{k, 1}$ with respect to the partition $\left\{p_{2}^{-1}(v): v \in p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right\}$. Then define

$$
\begin{aligned}
& \mathcal{T}_{k, 2}: \mathcal{B}\left(p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right) \rightarrow \mathcal{B}\left(p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right), \\
& \mathcal{T}_{k, 2} \Phi(y)=\int_{p_{2}^{-1}(y)} \check{\mathcal{T}}_{k, 1}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, 1, y}\left(x, x^{\prime}\right)
\end{aligned}
$$

Equivalently, $\mathcal{T}_{k, 2} \Phi(y)=\int_{p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)} \Phi d \sigma_{k, 2, y}$ with

$$
\begin{equation*}
\sigma_{k, 2, y}=\int_{p_{2}^{-1}(y)} p_{2 *} \check{\sigma}_{k, 1, x, x^{\prime}, y} d \check{\eta}_{k, 1, y}\left(x, x^{\prime}\right) \tag{11.20}
\end{equation*}
$$

Let $\mathcal{B}_{k}=p_{2} p_{1}^{-1}\left(B_{k}^{\prime \prime}\right)=\left\{x+x^{\prime}:\left(x, x^{\prime}\right) \in B_{k}^{\prime \prime}\right\}$, where $B_{k}^{\prime \prime}$ is as in the previous section. Define also $\eta_{k, 2, j}=p_{2 *} \check{\eta}_{k, 1, j}$ for $j \in \mathbb{N}$. Then

$$
\eta_{k, 2, j}\left(\mathcal{B}_{k}\right) \geqslant \check{\eta}_{k, 1, j}\left(p_{1}^{-1}\left(B_{k}^{\prime \prime}\right)\right)=\hat{\eta}_{k, 1, j}\left(B_{k}^{\prime \prime}\right)
$$

Passing to the limit as $j \rightarrow \infty$ and arguing as in (11.14)-(11.17) we find that

$$
\eta_{k, 2}\left(\mathcal{B}_{k}\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, 1}\left(E_{1}\left(\varepsilon_{1}\right)\right)
$$

Now, the definition (11.12) implies that $\mathcal{B}_{k}$ converges to $E_{2}$ as $k \rightarrow \infty$, because $\omega_{k, 1} \rightarrow 0$. Thus, any accumulation point $\eta_{\infty, 2}$ of $\eta_{k, 2}$ must satisfy

$$
\begin{equation*}
\eta_{\infty, 2}\left(E_{2}\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{\infty, 1}\left(E_{1}\right)>0 \tag{11.21}
\end{equation*}
$$

Take $n_{2}=n$ and $\varepsilon_{2}=\varepsilon_{1}^{\prime \prime}$. Let $\nu_{k, 2, y}^{\left(n_{2}\right)}$ denote the push-forward of $\nu_{k}^{\left(n_{2}\right)}$ under the $\operatorname{map} G \rightarrow \operatorname{Gr}(2, d), g \mapsto g y$.

## Lemma 11.4.

(i) $\sigma_{k, 2, y}=\nu_{k, 2, y}^{\left(n_{2}\right)}$ for every $y \in E_{2}\left(\varepsilon_{2}\right)$.
(ii) $\sigma_{k, 2, y}\left(\underset{\nu_{k}^{(n)}}{\#} E_{2}\left(\varepsilon_{2}\right)\right)=0$ for every $y \notin E_{2}\left(\varepsilon_{2}\right)$
(iii) The measure $\eta_{k, 2}$ is $\mathcal{T}_{k, 2}$-invariant.

Proof. It is clear that $\nu_{k, 2, y}^{\left(n_{2}\right)}$ coincides with the push-forward of $\nu_{k, 1, x, x^{\prime}, y}^{\left(n_{2}\right)}$ under the projection $p_{2}$. Thus (11.19) gives that

$$
p_{2 *} \check{\sigma}_{k, 1, x, x^{\prime}, y}=\left(1-\check{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, 2, y}^{\left(n_{2}\right)}+\check{\omega}\left(x, x^{\prime}\right) p_{2 *} \check{\theta}_{k, 1, x, x^{\prime}, y}
$$

and so,

$$
\begin{aligned}
& \check{\sigma}_{k, 2, y}=\left(1-\int_{p_{2}^{-1}(y)} \check{\omega}\left(x, x^{\prime}\right) d \check{\eta}_{k, 1, y}\left(x, x^{\prime}\right)\right) \nu_{k, 2, y}^{\left(n_{2}\right)} \\
&+\int_{p_{2}^{-1}(y)} \check{\omega}\left(x, x^{\prime}\right) p_{2 *} \check{\theta}_{k, 1, x, x^{\prime}, y} d \check{\eta}_{k, 1, y}\left(x, x^{\prime}\right)
\end{aligned}
$$

If $y \in E_{2}\left(\varepsilon_{2}\right)$ then both $x$ and $x^{\prime}$ are necessarily in $E_{1}\left(\varepsilon_{2}\right)$, by (7.1), in which case $\breve{\omega}\left(x, x^{\prime}\right)=0$. Then $\sigma_{k, 2, y}=\nu_{k, 2, y}^{\left(n_{2}\right)}$, as claimed in (i).

In view of the expression (11.20), to prove part (ii) it suffices to show that if $y \notin E_{2}\left(\varepsilon_{2}\right)$ then

$$
\begin{equation*}
p_{2 *} \check{\sigma}_{k, 1, x, x^{\prime}, y}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{2}\left(\varepsilon_{2}\right)\right)=0 \tag{11.22}
\end{equation*}
$$

for any $x, x^{\prime} \subset y$. If $x$ and $x^{\prime}$ are both in $E_{1}\left(\varepsilon_{2}\right)$ then

$$
p_{2 *} \check{\sigma}_{k, 1, x, x^{\prime}, y}=p_{2 *} \nu_{k, 1, x, x^{\prime}, y}^{\left(n_{2}\right)}=\nu_{k, 2, y}^{\left(n_{2}\right)}
$$

and then the claim follows from Remark 6.26. From now on, we assume that one of the points, $x$ say, is not in $E_{1}\left(\varepsilon_{2}\right)$. It follows from the definitions that

$$
p_{2}^{-1}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{2}\left(\varepsilon_{2}\right)\right) \subset \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)^{2} \times \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{2}\left(\varepsilon_{2}\right)
$$

and so

$$
\begin{align*}
p_{2 *} \check{\sigma}_{k, 1, x, x^{\prime}, y}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{2}\left(\varepsilon_{2}\right)\right) & \leqslant \check{\sigma}_{k, 1, x, x^{\prime}, y}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)^{2} \times \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{2}\left(\varepsilon_{2}\right)\right) \\
& \leqslant \hat{\sigma}_{k, 1, x, x^{\prime}}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)^{2}\right)  \tag{11.23}\\
& \leqslant \sigma_{k, 1, x}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)\right) .
\end{align*}
$$

If $x$ is in the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$ then

$$
\sigma_{k, 1, x}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)\right) \leqslant \sigma_{k, 1, x}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{1}\right)\right)=0
$$

because the operator $\mathcal{T}_{k, 1}$ is adapted to $\left(\nu_{k}^{(n)}, E_{1}\left(\varepsilon_{1}\right)\right)$. If $x$ is in the $\nu_{k}^{(n)}$-core of $E_{1}\left(\varepsilon_{1}\right)$ then Remark 6.26 gives that

$$
\sigma_{k, 1, x}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)\right)=\nu_{k, 1, x}^{(n)}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{1}\left(\varepsilon_{2}\right)\right)=0
$$

Thus the right-hand side of (11.23) vanishes in either case. That completes the proof of (11.22) and of part (ii) of the lemma.

Finally, by definition,

$$
\begin{aligned}
& \int_{p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)}\left(\mathcal{T}_{k, 2} \Phi\right) d \eta_{k, 2} \\
&=\int_{p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)} \int_{p_{2}^{-1}(y)} \check{\mathcal{T}}_{k, 1}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, 1, y}\left(x, x^{\prime}\right) d \eta_{k, 2}(y) \\
&=\int_{\mathcal{Y}_{1}\left(\varepsilon_{1}\right)} \check{\mathcal{T}}_{k, 1}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, 1}\left(x, x^{\prime}, y\right)
\end{aligned}
$$

for any $\Phi \in \mathcal{B}\left(p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)\right)$. Since $\check{\eta}_{k, 1}$ is $\check{\mathcal{T}}_{k, 1}$-invariant, this gives

$$
\begin{aligned}
\int_{p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)}\left(\mathcal{T}_{k, 2} \Phi\right)(y) d \eta_{k, 2}(y) & =\int_{\mathcal{Y}_{1}\left(\varepsilon_{1}\right)}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, 1}\left(x, x^{\prime}, y\right) \\
& =\int_{p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)} \Phi d \hat{\eta}_{k, 2}
\end{aligned}
$$

which proves claim (iii).

Since the $\check{\sigma}_{k, 1, x, x^{\prime}, y}$ are generic measures and the projection $p_{2}$ is algebraic, it follows readily from (11.20) and Remark 5.1 that every $\sigma_{k, 2, y}$ is a generic measure. Then, conclusions (i) and (ii) in Lemma 11.4 allow us to apply Propositions 6.15 and 6.25 to $X=p_{2} \mathcal{Y}_{1}\left(\varepsilon_{1}\right)$ and $U=E_{2}\left(\varepsilon_{2}\right)$. In this way we get a continuous Markov operator adapted to $\left(\nu_{k}^{\left(n_{2}\right)}, E_{2}\left(\varepsilon_{2}\right)\right)$ which leaves invariant the restriction of $\eta_{k, 2} \mid E_{2}\left(\varepsilon_{2}\right)$. Replace $\mathcal{T}_{k, 2}$ and $\eta_{k, 2}$ with this new Markov operator and invariant measure, respectively. This finishes the first step of the induction.

## Part IV. General step of the induction

## 12. Preparing a Margulis function

Let $r>1$ be fixed. Here we extend the construction in Section 8 , to find a positive function $\psi_{r}$ such that $-\log \psi_{r}$ has some of the features of a Margulis function. The main result is Proposition 12.8, an extension of Proposition 8.1. Throughout, $\delta>0$ and $n \in \mathbb{N}$ should be seen as free parameters, whose values are fixed at the end of the construction.

Recall that $\mathcal{F}(r, d)$ denotes the set of flags $F_{1} \subset F_{2} \subset \cdots \subset F_{r-1} \subset F_{r} \subset \mathbb{R}^{d}$, where each $F_{i}$ has dimension $i$. Moreover,

$$
\begin{aligned}
E_{r}^{\diamond} & =\left\{\left(F_{1}, \ldots, F_{r}\right) \in \mathcal{F}(r, d): F_{r} \in E_{r}\right\} \text { and } \\
E_{r}^{\diamond}(\varepsilon) & =\left\{\left(F_{1}, \ldots, F_{r}\right) \in \mathcal{F}(r, d): F_{r} \in E_{r}(\varepsilon)\right\} \text { for each } \varepsilon>0 .
\end{aligned}
$$

We use $x=\left(F_{1}, \ldots, F_{r}\right)$ and $x^{\prime}=\left(F_{1}^{\prime}, \ldots, F_{r}^{\prime}\right)$ to denote generic elements of $\mathcal{F}(r, d)$.
Most steps towards Proposition 12.8 are rather straightforward translations of the arguments in Section 8. One significant difference is that Lemma 8.6 no longer holds: for $r>1$ it is possible to have $x$ and $x^{\prime}$ with $F_{r}$ and $F_{r}^{\prime}$ arbitrarily close to the equator $E$ without $\mathrm{VP}_{r}(x, x)^{\prime}$ getting close to zero. For that reason, we cannot take $\psi_{r}=\mathrm{VP}_{r}$. This is dealt with in Section 12.3: instead, we define $\psi_{r}$ inductively in terms of both $\mathrm{VP}_{r}$ and $\psi_{r-1}$.
12.1. Vertical angle function. Assume $x, x^{\prime} \in \mathcal{F}(r, d)$ to be such that $F_{1}^{\prime} \notin F_{r}$. By definition, the great circle through $x$ and $x^{\prime}$ is the subset $y=y\left(x, x^{\prime}\right)$ of $\operatorname{Gr}(r, d)$ defined by

$$
y=\left\{\xi \in \operatorname{Gr}(r, d): F_{r-1} \subset \xi \subset F_{1}^{\prime}+F_{r}\right\} .
$$

This is consistent with the case $r=1$, as long as we follow the convention that $F_{0}=\{0\}$. On the other hand, the great circle $y$ depends on $x$ through $F_{r-1}$ and $F_{r}$, whereas it depends on $x^{\prime}$ through $F_{1}^{\prime}$ only. In particular, $y\left(x, x^{\prime}\right)$ need not coincide with $y\left(x^{\prime}, x\right)$ when $r>1$. Related to this, the analogue of (8.14) is usually false when $r>1$ : the values of $\mathrm{VA}_{r}\left(x, x^{\prime}\right)$ and $\mathrm{VP}_{r}\left(x, x^{\prime}\right)$ that we define in the following may change when the roles of $x$ and $x^{\prime}$ are exchanged.

The vertical angle function $\mathrm{VA}_{r}$ is defined by

$$
\begin{equation*}
\mathrm{VA}_{r}\left(x, x^{\prime}\right)=\sup _{\xi \in y} d(\xi, E)=\sup _{\xi \in y} \sup _{u \in \xi} d(u, E) . \tag{12.1}
\end{equation*}
$$

Note that this is consistent with the case $r=1$. Following the intuition from $r=1$, we think of $\mathrm{VA}_{r}\left(x, x^{\prime}\right)$ as the angle between the great circle $y$ and $E_{r}$. Indeed,

$$
\begin{equation*}
\mathrm{VA}_{r}\left(x, x^{\prime}\right)=\sup _{u \in F_{1}^{\prime}+F_{r}} d(u, E)=d\left(F_{1}^{\prime}+F_{r}, E\right) \tag{12.2}
\end{equation*}
$$

and so $\mathrm{VA}_{r}\left(x, x^{\prime}\right)=0$ if and only if $F_{1}^{\prime}+F_{r} \subset E$, that is, if and only if $y \subset E_{r}$.
We are going to prove the following extension of Proposition 8.1 for $r>1$ :

Proposition 12.1. There exist $\kappa_{r}^{\prime}=\kappa_{r}^{\prime}\left(\nu_{\infty}\right)>0$ and $C_{r}^{\prime}=C_{r}^{\prime}\left(\nu_{\infty}\right)>0$ and for any $\delta>0$ there exists $N_{r}=N_{r}\left(\nu_{\infty}, \delta\right)$ such that for every $n \geqslant N_{r}$ there exists $\rho_{r}^{\prime}=\rho_{r}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ such that

$$
\int_{G}-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\left(\kappa_{r}^{\prime}-C_{r}^{\prime} \delta\right) n
$$

for every $x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime}\right)$ with $F_{1}^{\prime} \notin F_{r}$.
Begin by noting that the properties (8.5) through (8.7) extend to $r>1$. More precisely, it follows from (12.2) that

$$
\begin{equation*}
\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant d(u, E)=\frac{\left\|u^{\perp}\right\|}{\|u\|} \tag{12.3}
\end{equation*}
$$

for any $u \in F_{1}^{\prime}+F_{r}$ and $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$. Moreover, if $u \in F_{1}^{\prime}+F_{r}$ realizes the supremum in the definition (12.2) then

$$
\begin{equation*}
\mathrm{VA}_{r}\left(x, x^{\prime}\right)=d(u, E)=\frac{\left\|u^{\perp}\right\|}{\|u\|} \tag{12.4}
\end{equation*}
$$

Then, combining (12.3) with (12.4),

$$
\begin{equation*}
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|}=\mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{12.5}
\end{equation*}
$$

for any $g \in G$. By Remark 3.1, when $g \in \operatorname{supp} \nu_{\infty}^{(n)}$ this means that

$$
\begin{equation*}
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \frac{\left\|g^{\perp} u^{\perp}\right\|}{\|g u\|} \geqslant \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|g^{\perp} u^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{12.6}
\end{equation*}
$$

Furthermore, just as for (8.7),

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+B n \tag{12.7}
\end{equation*}
$$

for any $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$ and $g \in \operatorname{supp} \nu_{\infty}^{(n)}$.
The proof of Proposition 12.1 is analogous to that of Proposition 8.1, replacing $d\left(x, x^{\prime}\right), d\left(g x, g x^{\prime}\right)$ and $d(x, E)$ with $d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right), d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right)$ and $d\left(F_{r}, E\right)$, respectively, and substituting $r$ for 1 in the subscript. The details follow, but the reader may choose to skip them and proceed directly to Section 12.3 .

Lemma 12.2. There exists $\tilde{\kappa}_{r}=\tilde{\kappa}_{r}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exist $\tilde{\theta}_{r}=\tilde{\theta}_{r}\left(\nu_{\infty}, \delta\right)>0$ and $\tilde{N}_{r}=\tilde{N}_{r}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for every $n \geqslant \tilde{N}_{r}$ and $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$ there exists $\widetilde{\mathcal{E}}_{r}=\widetilde{\mathcal{E}}_{r}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\widetilde{\mathcal{E}}_{r}^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant \max \left\{-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n, \tilde{\theta}_{r}\right\} \text { for every } g \in \widetilde{\mathcal{E}}_{r} \tag{12.8}
\end{equation*}
$$

Proof. Analogous to Lemma 8.2. Let $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0, N_{0}=N_{0}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$, and $\mathcal{E}_{0}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, u^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ and $\tau_{0}=\tau_{0}\left(\nu_{\infty}, \delta\right)>0$ be as in Proposition 5.5. Given $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$, take $u$ to be a non-zero vector that realizes the supremum in the definition (12.2). Write $u=u^{E}+u^{\perp}$ with $u^{E} \in E$ and $u^{\perp} \in E^{\perp}$. Take

$$
\begin{array}{cl}
\tilde{\kappa}_{r}=\kappa_{0} / 2, & \tilde{\theta}_{r}=-\log \left(\tau_{0} / 4\right) \\
\tilde{N}_{r}>\max \left\{N_{0}, 4 / \tilde{\kappa}_{r}\right\}, & \text { and } \widetilde{\mathcal{E}}_{r}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, u^{\perp}\right) \tag{12.9}
\end{array}
$$

Let $n \geqslant \widetilde{N}_{r}$ and $g \in \widetilde{\mathcal{E}}_{r}$; then $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. If $\left\|g^{\perp} u^{\perp}\right\| /\|g u\| \geqslant \tau_{0} / 2$ then the first inequality in (12.6) implies that

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \frac{\tau_{0}}{2} \leqslant \tilde{\theta}_{r} \tag{12.10}
\end{equation*}
$$

If $\left\|g^{\perp} u^{\perp}\right\| /\|g u\|<\tau_{0} / 2$ then part (2) of Proposition 5.5 gives that

$$
\frac{\left\|g u^{\perp}\right\|}{\|g u\|}<\frac{1}{2}, \text { and so } \frac{\left\|g u^{E}\right\|}{\|g u\|}>\frac{1}{2} .
$$

Substituting the latter inequality and $\|u\| \geqslant\left\|u^{E}\right\|$ in (12.6), we find that

$$
\begin{equation*}
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \frac{1}{2} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|g^{\perp} u^{\perp}\right\|}{\left\|u^{\perp}\right\|} \frac{\left\|u^{E}\right\|}{\left\|g u^{E}\right\|} . \tag{12.11}
\end{equation*}
$$

Thus, recalling the definition (5.3) and part (1) of Proposition 5.5,

$$
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \frac{1}{2} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|D g_{u^{E}}^{\perp} u^{\perp}\right\|}{\left\|u^{\perp}\right\|} \geqslant \frac{1}{2} \mathrm{VA}_{r}\left(x, x^{\prime}\right) e^{\kappa_{0} n} .
$$

By the choices of $\tilde{\kappa}_{r}$ and $\tilde{N}_{r}$ in (12.9), this implies

$$
\begin{align*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+\log 2-2 \tilde{\kappa}_{r} n  \tag{12.12}\\
& \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n .
\end{align*}
$$

The conclusion of the lemma is contained in (12.10) and (12.12).
12.2. Vertical projection function. The vertical projection function $\mathrm{VP}_{r}$ is defined by

$$
\begin{equation*}
\mathrm{VP}_{r}\left(x, x^{\prime}\right)=\mathrm{VA}_{r}\left(x, x^{\prime}\right) d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)^{\gamma_{r}} \tag{12.13}
\end{equation*}
$$

where $\gamma_{r}=\gamma_{r}\left(\nu_{\infty}\right)$ is a small positive constant chosen through the following result, which extends Proposition 8.3 to $r>1$ :

Proposition 12.3. There exist $\gamma_{r}=\gamma_{r}\left(\nu_{\infty}\right)>0$ and $\kappa_{r}^{\prime}=\kappa_{r}^{\prime}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exists $N_{r}=N_{r}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for every $n \geqslant N_{r}$ there exists $\rho_{r}^{\prime}=\rho_{r}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ such that for any $x, x^{\prime} \in E_{r}^{\circ}\left(\rho_{r}^{\prime}\right)$ with $F_{1}^{\prime} \notin F_{r}$ there exists $\mathcal{E}_{r}^{\prime}=\mathcal{E}_{r}^{\prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{r}^{\prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \text { for every } g \in \mathcal{E}_{r}^{\prime} \tag{12.14}
\end{equation*}
$$

For the proof of Proposition 12.3 we need to extend Lemmas 8.4 and 8.5 to $r>1$, which we do in the couple of statements that follow.

Let $v \in F_{r}$ and $v^{\prime} \in F_{r-1}+F_{1}^{\prime}$ be unit vectors orthogonal to $F_{r-1}$ such that

$$
\begin{align*}
F_{r} & =F_{r-1}+\mathbb{R} v, \\
F_{r-1}+F_{1}^{\prime} & =F_{r-1}+\mathbb{R} v^{\prime}, \text { and }  \tag{12.15}\\
d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right) & =\left|\sin \angle\left(v, v^{\prime}\right)\right| .
\end{align*}
$$

It is no restriction to take the angle between $v$ and $v^{\prime}$ to be non-obtuse. Then the vector $w=v^{\prime}-v$ satisfies (compare Figure 5)

$$
\begin{equation*}
d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right) \leqslant\|w\| \text { and } \angle(w, v) \geqslant \frac{\pi}{4} . \tag{12.16}
\end{equation*}
$$

Lemma 12.4. Given $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$, let $w=v^{\prime}-v$ be as in (12.16). Then

$$
\begin{equation*}
d\left(F_{r}, E\right)<\frac{1}{4} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \text { implies } \frac{\left\|w^{\perp}\right\|}{\|w\|}>\frac{1}{4} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \tag{12.17}
\end{equation*}
$$

Proof. Analogous to Lemma 8.4. Let $u \in F_{1}^{\prime}+F_{r}$ be any non-zero vector that realizes the supremum in the definition (12.2). Since $F_{1}^{\prime}+F_{r}=\operatorname{span}\left\{F_{r-1}, v, w\right\}$, we may write $u=u_{0}+a v+b w$ with $u_{0} \in F_{r-1}$ and $a, b \in \mathbb{R}$. Recall that $v$ and $w$ are orthogonal to $F_{r-1}$. Moreover, by (12.16) the angle between them is no less than $\pi / 4$. This implies that $\left\|u_{0}+a v\right\|$ and $\|b w\|$ are both less than $2\|u\|$. Thus,

$$
\begin{aligned}
\mathrm{VA}_{r}\left(x, x^{\prime}\right) & =\frac{\left\|u^{\perp}\right\|}{\|u\|} \leqslant \frac{\left\|\left(u_{0}+a v\right)^{\perp}\right\|}{\|u\|}+\frac{\left\|b w^{\perp}\right\|}{\|u\|} \\
& <2 \frac{\left\|\left(u_{0}+a v\right)^{\perp}\right\|}{\left\|u_{0}+a v\right\|}+2 \frac{\left\|w^{\perp}\right\|}{\|w\|} \leqslant 2 d\left(F_{r}, E\right)+2 \frac{\left\|w^{\perp}\right\|}{\|w\|}
\end{aligned}
$$

Thus, $d\left(F_{r}, E\right)$ and $\left\|w^{\perp}\right\| /\|w\|$ cannot be both less than $\mathrm{VA}_{r}\left(x, x^{\prime}\right) / 4$.
Take $\tilde{\kappa}_{r}=\tilde{\kappa}_{r}\left(\nu_{\infty}\right)>0$ and $\tilde{\theta}_{r}=\tilde{\theta}_{r}\left(\nu_{\infty}, \delta\right)>0$ to be as in Lemma 12.2.
Lemma 12.5. There exists $\hat{\kappa}_{r}=\hat{\kappa}_{r}\left(\nu_{\infty}\right)>0$ and for each $\delta>0$ there exists $\hat{N}_{r}=\hat{N}_{r}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ such that for each $n \geqslant \widehat{N}_{r}$ there exists $\hat{\rho}_{r}=\hat{\rho}_{r}\left(\nu_{\infty}, \delta, n\right)>0$ such that for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\hat{\rho}_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$ and $-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$ there exists $\hat{\mathcal{E}}_{r}=\hat{\mathcal{E}}_{r}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\hat{\mathcal{E}}_{r}^{c}\right)<\delta$ and
$(12.18)-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\hat{\kappa}_{r} n$ for every $g \in \hat{\mathcal{E}}_{r}$.
Proof. Analogous to Lemma 8.5. Let $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0, N_{0}=N_{0}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$, and $\mathcal{E}_{0}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ be as in Proposition 5.5. Given $x$ and $x^{\prime}$ with $F_{1}^{\prime} \notin F_{r}$, let $w=v^{\prime}-v$ be as in (12.16). Take

$$
\begin{align*}
& \hat{\kappa}_{r}=\tilde{\kappa}_{r} / 2, \quad \hat{N}_{r}=\max \left\{N_{0}, 5 / \hat{\kappa}_{r}\right\}, \\
& \hat{\rho}_{r}<e^{-\tilde{\theta}_{r}-\tilde{\kappa}_{r} n} / 10, \text { and } \hat{\mathcal{E}}_{r}=\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w^{\perp}\right) . \tag{12.19}
\end{align*}
$$

Let $n \geqslant \widehat{N}_{r}$ and $g \in \hat{\mathcal{E}}_{r} \subset \operatorname{supp} \nu_{\infty}^{(n)}$. As observed in (12.16),

$$
\begin{equation*}
d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right) \leqslant\|w\| \tag{12.20}
\end{equation*}
$$

Let us suppose that $\|g v\| \geqslant\left\|g v^{\prime}\right\|$; the case $\|g v\| \leqslant\left\|g v^{\prime}\right\|$ is analogous, reversing the roles of $F_{r}$ and $F_{r-1}+F_{1}^{\prime}$. Just as in (8.22),
$(12.21)-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|}$.
for any $g \in G$. By the condition on $\hat{\rho}_{r}$ in (12.19), if $d\left(F_{r}, E\right) \leqslant \hat{\rho}_{r}$ then

$$
4 d\left(F_{r}, E\right)<e^{-\tilde{\theta}_{r}-\tilde{\kappa}_{r} n}<\mathrm{VA}_{r}\left(x, x^{\prime}\right)
$$

and then Lemma 12.4 gives that

$$
\begin{equation*}
\frac{\left\|w^{\perp}\right\|}{\|w\|}>\frac{1}{4} \mathrm{VA}_{r}\left(x, x^{\prime}\right)>\frac{1}{4} e^{-\tilde{\theta}_{r}-\tilde{\kappa}_{r} n} \tag{12.22}
\end{equation*}
$$

Up to further reducing $\hat{\rho}_{r}$, we may also assume that

$$
\begin{equation*}
\frac{\|h z\|}{\|z\|} \geqslant \frac{1}{2} \frac{\left\|h z^{E}\right\|}{\left\|z^{E}\right\|} \text { and }\left\|\Pi_{h z} h w\right\| \geqslant \frac{1}{2}\left\|\Pi_{h z^{E}} g w\right\| \tag{12.23}
\end{equation*}
$$

for any non-zero $z=z^{E}+z^{\perp}$ in $E \oplus E^{\perp}$ with $\left\|z^{\perp}\right\| /\|z\| \leqslant \hat{\rho}_{r}$ and any $h \in \operatorname{supp} \nu_{\infty}^{(n)}$. The second part of (12.23) implies that

$$
\begin{equation*}
\left\|\Pi_{h z} h w\right\| \geqslant \frac{1}{2}\left\|\Pi_{h z^{E}} h w\right\| \geqslant \frac{1}{2}\left\|\Pi_{E} h w\right\|=\frac{1}{2}\left\|(h w)^{\perp}\right\|=\frac{1}{2}\left\|h^{\perp} w^{\perp}\right\| . \tag{12.24}
\end{equation*}
$$

Noting that $\left\|v^{\perp}\right\| /\|v\| \leqslant d\left(F_{r}, E\right) \leqslant \hat{\rho}_{r}$, take $z=v$ and $h=g$ in the previous two relations. Thus, substituting (12.23) and (12.24) in (12.21),

$$
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\log 4-\log \frac{\left\|g^{\perp} w^{\perp}\right\|}{\|w\|} \frac{\left\|v^{E}\right\|}{\left\|g v^{E}\right\|}
$$

Then, using also (12.22) and (5.3),

$$
\begin{aligned}
& -\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \\
& \quad \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+\log 16-\log \frac{\left\|g^{\perp} w^{\perp}\right\|}{\left\|w^{\perp}\right\|} \frac{\left\|v^{E}\right\|}{\left\|g v^{E}\right\|} \\
& \quad=-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+\log 16-\log \frac{\left\|D g_{v^{E}}^{\perp} w^{\perp}\right\|}{\left\|w^{\perp}\right\|}
\end{aligned}
$$

By part (1) of Proposition 5.5 and the choice of $\hat{\kappa}_{r}$ and $\widehat{N}_{r}$ in (12.19), it follows that

$$
\begin{aligned}
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) & \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+5-2 \hat{\kappa}_{r} n \\
& \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\hat{\kappa}_{r} n
\end{aligned}
$$

as claimed.
Proof of Proposition 12.3. Analogous to Proposition 8.3. Take $A=A\left(\nu_{\infty}\right)$ as in (8.2) and then define

$$
\begin{align*}
& \gamma_{r}=\min \left\{1, \tilde{\kappa}_{r} /(2 A)\right\} \\
& \kappa_{r}^{\prime}=\min \left\{\tilde{\kappa}_{r} / 2, \gamma_{r} \hat{\kappa}_{r} / 2\right\} \\
& \rho_{r}^{\prime}=\min \left\{\hat{\rho}_{r}\left(\nu_{\infty}, \delta\right), \hat{\rho}_{r}\left(\nu_{\infty}, \delta / 2\right)\right\},  \tag{12.25}\\
& N_{r}=\max \left\{\widetilde{N}_{r}\left(\nu_{\infty}, \delta / 2\right), \widehat{N}_{r}\left(\nu_{\infty}, \delta / 2\right), 2 \tilde{\theta}_{r} /\left(\gamma \hat{\kappa}_{r}\right)\right\}, \text { and } \\
& \mathcal{E}_{r}^{\prime}=\widetilde{\mathcal{E}}_{r}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}\right) \cap \hat{\mathcal{E}}_{r}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}\right)
\end{align*}
$$

By construction, $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{r}^{\prime}\right)^{c}\right)<\delta$. The definition (12.13) gives that

$$
\begin{equation*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right)=-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right)-\gamma_{r} \log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \tag{12.26}
\end{equation*}
$$

Consider $x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime}\right)$ with $F_{1}^{\prime} \notin F$, and let $n \geqslant N_{r}$ and $g \in \mathcal{E}_{r}^{\prime}$. First, suppose that $-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$. Then, by Lemma 12.2 ,

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n \tag{12.27}
\end{equation*}
$$

Substituting (12.27) and (8.2) in (12.26) we find that

$$
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n-\gamma_{r} \log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\gamma_{r} A n
$$

By (12.26) and the choice of $\gamma_{r}$ and $\kappa_{r}^{\prime}$ in (12.25), this yields

$$
\begin{equation*}
-\log \operatorname{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\frac{\tilde{\kappa}_{r}}{2} n \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \tag{12.28}
\end{equation*}
$$

Now assume that $-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$. In this case, Lemma 12.2 yields

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant \tilde{\theta}_{r} \tag{12.29}
\end{equation*}
$$

and Lemma 12.5 gives that
$(12.30)-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\hat{\kappa}_{r} n$.
Substituting (12.29) and (12.30) in (12.26) we obtain

$$
\begin{aligned}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) & \leqslant \tilde{\theta}_{r}-\gamma_{r} \log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\gamma_{r} \log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\gamma_{r} \hat{\kappa}_{r} n \\
& \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)+\tilde{\theta}_{r}+\left(1-\gamma_{r}\right) \log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\gamma_{r} \hat{\kappa}_{r} n
\end{aligned}
$$

Since $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant 1, \gamma_{r} \leqslant 1$, and $n \geqslant N_{r} \geqslant 2 \tilde{\theta}_{r} /\left(\gamma_{r} \hat{\kappa}_{r}\right)$, this yields

$$
\begin{align*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)+\tilde{\theta}_{r}-\gamma_{r} \hat{\kappa}_{r} n \\
& \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\frac{\gamma_{r} \hat{\kappa}_{r}}{2} n \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \tag{12.31}
\end{align*}
$$

The relations (12.28) and (12.31) contain the conclusion of Proposition 12.3.
12.3. The function $-\log \psi_{r}$. At this point, the proof of Proposition 12.1 is analogous to that of Proposition 8.1. Take $\kappa_{r}^{\prime}>0, N_{r} \in \mathbb{N}$ and $\rho_{r}^{\prime}>0$ as in Proposition 12.3. Let $C_{r}^{\prime}=C_{r}^{\prime}\left(\nu_{\infty}\right)>0$ be given by

$$
\begin{equation*}
C_{r}^{\prime}=B+\gamma_{r} A \tag{12.32}
\end{equation*}
$$

Substituting (12.7) and (8.2) in the definition (12.13), we find that

$$
\begin{aligned}
& -\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \\
& \\
& \quad=-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right)-\gamma_{r} \log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \\
& \\
& \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+B n-\gamma_{r} \log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\gamma_{r} A n \\
& \\
& =-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)+C_{r}^{\prime} n
\end{aligned}
$$

for any $g \in \operatorname{supp} \nu_{\infty}^{(n)}$ and $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$. Integrating (12.14) over $\mathcal{E}_{r}^{\prime}$ and (12.33) over the complement, and using the fact that $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{r}^{\prime}\right)^{c}\right)<\delta$, we get that

$$
\int_{G}-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n+C_{r}^{\prime} \delta n
$$

for every $n \geqslant N_{r}$ and $x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime}\right)$ with $F_{1}^{\prime} \notin F_{r}$. This completes the proof of Proposition 12.1.

However, as mentioned before, for $r>1$ it is possible to have $x$ and $x^{\prime}$ with $F_{r}$ and $F_{r}^{\prime}$ arbitrarily close to the equator $E$ without $\mathrm{VP}_{r}\left(x, x^{\prime}\right)$ getting close to zero. Here is a simple example (see also part (2) of Lemma 12.7):

Example 12.6. Denote by $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ the elements of $\mathbb{R}^{4}$ and let $E=\left\{x_{4}=0\right\}$, $F_{1}=\left\{x_{2}=x_{3}=x_{4}=0\right\}, F_{2}=\left\{x_{3}=x_{4}=0\right\}, F_{1}^{\prime}=\left\{x_{2}=x_{3}=0, x_{4}=\varepsilon x_{1}\right\}$ and $F_{2}^{\prime}=\left\{x_{3}=0, x_{4}=\varepsilon x_{1}\right\}$. It is clear that $F_{2} \subset E$ and $F_{2}^{\prime} \rightarrow E$ when $\varepsilon \rightarrow 0$. However,

- $\mathrm{VA}_{2}\left(x, x^{\prime}\right)=d\left(F_{2}+F_{1}^{\prime}, E\right)=1$, since $(0,0,0,1) \in\left(F_{2}+F_{1}^{\prime}\right) \cap E^{\perp}$;
- $d\left(F_{2}, F_{1}+F_{1}^{\prime}\right)=1$, since $(0,1,0,0) \in F_{2} \cap\left(F_{1}+F_{1}^{\prime}\right)^{\perp}$.

It follows that $\mathrm{VP}_{2}\left(x, x^{\prime}\right)$ remains bounded from zero when $\varepsilon \rightarrow 0$.
Thus, $-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)$ cannot be used as a Margulis function for the equator $E_{r}^{\diamond}$ in the flag space. To rectify this problem, we define the function $\psi_{r}$ inductively in $r$ as follows. Let $x_{-}, x_{-}^{\prime} \in \mathcal{F}_{r-1}\left(\mathbb{R}^{d}\right)$ be the truncated flags obtained by dropping the $r$-dimensional subspaces from $x$ and $x^{\prime}$, respectively. The assumption $F_{1}^{\prime} \nsubseteq F_{r}$ implies that $F_{1}^{\prime} \notin F_{r-1}$, and so we may assume that $\psi_{r-1}\left(x_{-}, x_{-}^{\prime}\right)$ has already been defined. Then define

$$
\begin{equation*}
\psi_{r}\left(x, x^{\prime}\right)=\psi_{r-1}\left(x_{-}, x_{-}^{\prime}\right)^{\beta_{r-1}} \mathrm{VP}_{r}\left(x, x^{\prime}\right) \tag{12.34}
\end{equation*}
$$

where the exponent $\beta_{r-1}=\beta_{r-1}\left(\nu_{\infty}\right)$ is a small constant to be chosen as follows.
It follows from this definition and (12.33) that

$$
\begin{aligned}
-\log \psi_{j}\left(g x, g x^{\prime}\right) & +\log \psi_{j}\left(x, x^{\prime}\right) \\
& \leqslant\left[-\log \psi_{j-1}\left(g x, g x^{\prime}\right)+\log \psi_{j-1}\left(x, x^{\prime}\right)\right] \beta_{j-1}+C_{j}^{\prime} n
\end{aligned}
$$

for every $j=2, \ldots, r$. Thus, recalling also (8.35),

$$
\begin{align*}
& -\log \psi_{r}\left(g x, g x^{\prime}\right) \\
& \quad \leqslant-\log \psi_{r}\left(x, x^{\prime}\right)+\left[C_{1}^{\prime} \beta_{1} \cdots \beta_{r-1}+\cdots+C_{r-1}^{\prime} \beta_{r-1}+C_{r}^{\prime}\right] n  \tag{12.35}\\
& \quad \leqslant-\log \psi_{r}\left(x, x^{\prime}\right)+C_{r}^{\prime \prime} n
\end{align*}
$$

where $C_{r}^{\prime \prime}=C_{r}^{\prime \prime}\left(\nu_{\infty}\right)$ is defined by

$$
\begin{equation*}
C_{r}^{\prime \prime}=C_{1}^{\prime}+\cdots+C_{r-1}^{\prime}+C_{r}^{\prime} . \tag{12.36}
\end{equation*}
$$

Take the exponent $\beta_{r-1}$ in (12.34) small enough that

$$
\begin{equation*}
\beta_{r-1} C_{r-1}^{\prime \prime} \leqslant \frac{1}{2} \kappa_{r}^{\prime} \tag{12.37}
\end{equation*}
$$

where $\kappa_{r}^{\prime}=\kappa_{r}^{\prime}\left(\nu_{\infty}\right)$ is as in Proposition 12.1.
The function $-\log \psi_{r}\left(x, x^{\prime}\right)$ thus defined does go to infinity when the flags $x$ and $x^{\prime}$ approach the equator $E_{r}^{\diamond}$ :
Lemma 12.7. Given any $R>0$, there exists $\tilde{\rho}_{r}=\tilde{\rho}_{r}\left(\nu_{\infty}, R\right)>0$ such that for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\tilde{\rho}_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$,
(1) $-\log \psi_{r}\left(x, x^{\prime}\right)>R$ and
(2) $-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)>R$ unless $\mathrm{VA}_{r-1}\left(x_{-}, x_{-}^{\prime}\right)>\tilde{\rho}_{r}$.

Proof. It is clear from the definitions (12.2) and (12.13) that $\mathrm{VP}_{j}\left(x, x^{\prime}\right) \leqslant 1$ for every $1 \leqslant j \leqslant r$ and any $x, x^{\prime} \in \mathcal{F}(j, d)$ with $F_{1}^{\prime} \nleftarrow F_{j}$. So, the definition (12.34) implies that

$$
\begin{equation*}
-\log \psi_{r}\left(x, x^{\prime}\right) \geqslant-\log \psi_{1}\left(F_{1}, F_{1}^{\prime}\right) \beta_{1} \cdots \beta_{r-1} \tag{12.38}
\end{equation*}
$$

By definition, the $\beta_{j}$ depend only on $\nu_{\infty}$. Then Lemma 8.6 gives that for any $R>0$ there exists $\rho>0$ depending only on $\nu_{\infty}$ and $R$ such that the right-hand side of (12.38) is greater than $R$ for any $F_{1} \neq F_{1}^{\prime}$ in $E_{1}(\rho)$. Since $d\left(F_{1}, E\right) \leqslant d\left(F_{r}, E\right)$ and $d\left(F_{1}^{\prime}, E\right) \leqslant d\left(F_{r}^{\prime}, E\right)$, because $F_{1} \subset F_{r}$ and $F_{1}^{\prime} \subset F_{r}^{\prime}$, we get that $-\log \psi_{r}\left(x, x^{\prime}\right)>R$ for any $x, x^{\prime} \in E_{r}^{\diamond}(\rho)$ with $F_{1}^{\prime} \notin F_{r}$. This proves part (1).

To prove part (2), consider $x, x^{\prime} \in \mathcal{F}(r, d)$ with $d\left(F_{r}, E\right) \leqslant \rho, d\left(F_{r}^{\prime}, E\right) \leqslant \rho$, and

$$
\begin{equation*}
\mathrm{VA}_{r-1}\left(x_{-}, x_{-}^{\prime}\right)=d\left(F_{r-1}+F_{1}^{\prime}, E\right) \leqslant \rho \tag{12.39}
\end{equation*}
$$

If $d\left(F_{r}, F_{r-1}^{\prime}+F_{1}^{\prime}\right) \leqslant \sqrt{\rho}$, then

$$
\begin{equation*}
\mathrm{VP}_{r}\left(x, x^{\prime}\right) \leqslant d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)^{\gamma_{r}} \leqslant \rho^{\gamma_{r} / 2} \tag{12.40}
\end{equation*}
$$

Now suppose that $d\left(F_{r}, F_{r-1}^{\prime}+F_{1}^{\prime}\right) \geqslant \sqrt{\rho}$. Let $v$ and $v^{\prime}$ be unit vectors orthogonal to $F_{r-1}$ as in (12.15). Take $u \in F_{1}^{\prime}+F_{r}$ realizing the supremum in (12.2), and write $u=u_{0}+a v+b v^{\prime}$ with $u_{0} \in F_{r-1}$ and $a, b \in \mathbb{R}$. Since $\left|\sin \angle\left(v^{\prime}, F_{r}\right)\right|=d\left(F_{r}, F_{1}^{\prime}+F_{r-1}^{\prime}\right)$ is taken to be greater than $\sqrt{\rho}$,

$$
\left\|u_{0}+a v\right\| \leqslant \frac{2}{\sqrt{\rho}}\|u\| \text { and }\left\|b v^{\prime}\right\| \leqslant \frac{2}{\sqrt{\rho}}\|u\| .
$$

Then,

$$
\begin{aligned}
\mathrm{VA}_{r}\left(x, x^{\prime}\right)=\frac{\left\|u^{\perp}\right\|}{\|u\|} & \leqslant \frac{\left\|\left(u_{0}+a v\right)^{\perp}\right\|}{\|u\|}+\frac{\left\|\left(b v^{\prime}\right)^{\perp}\right\|}{\|u\|} \\
& \leqslant \frac{2}{\sqrt{\rho}} \frac{\left\|\left(u_{0}+a v\right)^{\perp}\right\|}{\left\|u_{0}+a v\right\|}+\frac{2}{\sqrt{\rho}} \frac{\left\|\left(v^{\prime}\right)^{\perp}\right\|}{\left\|v^{\prime}\right\|}
\end{aligned}
$$

Recalling also (12.39), we get that

$$
\begin{equation*}
\left.\mathrm{VP}_{r}\left(x, x^{\prime}\right) \leqslant \mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant \frac{2}{\sqrt{\rho}} d\left(F_{r}, E\right)+\frac{2}{\sqrt{\rho}} d\left(F_{1}^{\prime}+F_{r-1}^{\prime}, E\right)\right) \leqslant 4 \sqrt{\rho} \tag{12.41}
\end{equation*}
$$

Since $\gamma_{r}$ and $\rho$ may be taken to be smaller than 1 , both inequalities (12.40) and (12.41) imply that

$$
-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right) \geqslant-\frac{\gamma_{r}}{2} \log \rho-\log 4
$$

for any $x, x^{\prime}$ in $E_{r}^{\diamond}(\rho)$ with $F_{1}^{\prime} \notin F_{r}$. The right-hand side is larger than $R$, as long as $\rho$ is chosen to be sufficiently small.

For completeness, we include the following version of Propositions 12.1 and 12.3 for the function $\psi_{r}$, although it will not be needed in what follows (the related Proposition 13.2 will be used instead):

Proposition 12.8. There exists $\kappa_{r}^{\prime \prime}=\kappa_{r}^{\prime \prime}\left(\nu_{\infty}\right)>0$ such that for each $\delta>0$ and $n \geqslant N_{r}$ there exists $\rho_{r}^{\prime \prime}=\rho_{r}^{\prime \prime}\left(\nu_{\infty}, \delta, n\right)>0$ such that for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime \prime}\right)$ with $F_{1}^{\prime} \notin F_{r}$ there exists $\mathcal{E}_{r}^{\prime \prime}=\mathcal{E}_{r}^{\prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ with $\nu_{\infty}^{(n)}\left(\left(\mathcal{E}_{r}^{\prime \prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \psi_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \psi_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime \prime} n \text { for every } g \in \mathcal{E}_{r}^{\prime \prime} \tag{12.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{G}-\log \psi_{r}\left(g x, g x^{\prime}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \psi_{r}\left(x, x^{\prime}\right)-\left(\kappa_{r}^{\prime \prime}-C_{r}^{\prime \prime} \delta\right) n \tag{12.43}
\end{equation*}
$$

Proof. The case $r=1$ consists of the inequalities (8.15) and (8.1), respectively. with $\kappa_{1}^{\prime \prime}=\kappa_{1}^{\prime}, C_{1}^{\prime \prime}=C_{1}^{\prime}, \rho_{1}^{\prime \prime}=\rho_{1}^{\prime}$, and $\mathcal{E}_{1}^{\prime \prime}=\mathcal{E}_{1}^{\prime}$. Now suppose that $r>1$. Recall that $C_{r}^{\prime \prime}=C_{r}^{\prime \prime}\left(\nu_{\infty}\right)$ was defined in (12.36). Define also

$$
\begin{equation*}
\kappa_{r}^{\prime \prime}=\kappa_{r}^{\prime}\left(\nu_{\infty}\right) / 2, \quad \rho_{r}^{\prime \prime}=\rho_{r}^{\prime}\left(\nu_{\infty}, \delta, n\right) \text { and } \mathcal{E}_{r}^{\prime \prime}=\mathcal{E}_{r}^{\prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \tag{12.44}
\end{equation*}
$$

Consider $n \geqslant N_{r}$, and $x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime \prime}\right)$ with $F_{1}^{\prime} \notin F_{r}$. By (12.35),

$$
\begin{equation*}
-\log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime}\right) \leqslant-\log \psi_{r-1}\left(x_{-}, x_{-}^{\prime}\right)+C_{r-1}^{\prime \prime} n \tag{12.45}
\end{equation*}
$$

for every $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. By Proposition 12.3,

$$
\begin{equation*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \tag{12.46}
\end{equation*}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. Substituting (12.45) and (12.46) in the definition (12.34), and recalling the choice of $\beta_{r-1}$ in (12.37),

$$
\begin{aligned}
-\log \psi_{r}\left(g x, g x^{\prime}\right) & -\log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime}\right) \beta_{r-1}-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \\
& \leqslant-\log \psi_{r-1}\left(x_{-}, x_{-}^{\prime}\right) \beta_{r-1}+C_{r-1}^{\prime \prime} n \beta_{r-1}-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \\
& \leqslant-\log \psi_{r}\left(x, x^{\prime}\right)-\left(\kappa_{r}^{\prime} / 2\right) n
\end{aligned}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. This gives claim (12.42). Moreover, integrating this inequality on $\mathcal{E}_{r}^{\prime \prime}$ and (12.35) on the complement, we obtain

$$
\int_{G}-\log \psi_{r}\left(g x, g x^{\prime}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \psi_{r}\left(x, x^{\prime}\right)-\left(\kappa_{r}^{\prime} / 2-C_{r}^{\prime \prime} \delta\right) n
$$

which gives claim (12.43).

## 13. Stabilization and cut-off

Next we present the analogues for $r>1$ of the two constructions in Section 9. Both are fairly straightforward extensions of the case $r=1$, but it turns out that for $r>1$ they do not suffice to deal with the questions discussed at the beginning of Section 9. This difficulty will be handled later, in Section 15. Another issue is that the function $\psi_{r}$ we construct in the following is not symmetric when $r>1$. Thus we will use instead the function $\hat{\psi}_{r}$ defined by

$$
\hat{\psi}_{r}\left(x, x^{\prime}\right)=\max \left\{\psi_{r}\left(x, x^{\prime}\right), \psi_{r}\left(x^{\prime}, x\right)\right\}
$$

Let $\kappa_{r}^{\prime \prime}=\kappa_{r}^{\prime \prime}\left(\nu_{\infty}\right)>0, C_{r}^{\prime \prime}=C_{r}^{\prime \prime}\left(\nu_{\infty}\right)>0$ and $N_{r}=N_{r}\left(\nu_{\infty}, \delta\right) \in \mathbb{N}$ be as in Proposition 12.8. Keep in mind that $\varepsilon_{r}<\rho_{r}^{\prime \prime}=\rho_{r}^{\prime} \leqslant \hat{\rho}_{r}, C_{r}^{\prime}=B+\gamma_{r} A$, and $C_{r}^{\prime \prime}=C_{1}^{\prime}+\cdots+C_{r}^{\prime}$, according to (12.25), (12.32), (12.36), (12.44), and (13.17).
13.1. Stabilization. Let $\gamma_{r}=\gamma_{r}\left(\nu_{\infty}\right)>0$ and $B=B\left(\nu_{\infty}\right)>0$ be as in (12.25) and (8.3), respectively. For each $\omega_{r}>0$ and $n \in \mathbb{N}$, define the stabilized vertical angle

$$
\begin{equation*}
\operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)=\max \left\{\operatorname{VA}_{r}\left(x, x^{\prime}\right), \omega_{r} e^{-B n}\right\} \tag{13.1}
\end{equation*}
$$

and the stabilized vertical projection by

$$
\begin{equation*}
\operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)=\operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right) d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)^{\gamma_{r}} \tag{13.2}
\end{equation*}
$$

for every $x, x^{\prime}$ in $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$.
Given $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$, let $\vec{\omega}_{-}=\left(\omega_{1}, \ldots, \omega_{r-1}\right)$ and define the stabilized function $\psi_{r}$ by

$$
\begin{equation*}
\psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)=\psi_{r-1}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}\right)^{\beta_{r-1}} \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right) \tag{13.3}
\end{equation*}
$$

The following extension of Lemma 9.1 asserts that the estimate in (12.35) remains valid for these stabilized functions:
Lemma 13.1. For every $g \in \operatorname{supp} \nu_{\infty}^{(n)}$, any $x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime \prime}\right)$ with $F_{1}^{\prime} \nleftarrow F_{r}$, and any $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$,

$$
\begin{equation*}
-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n \tag{13.4}
\end{equation*}
$$

Proof. The case $r=1$ was done in Lemma 9.1, so let us consider $r>1$. By induction,

$$
\begin{equation*}
-\log \psi_{r}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}_{-}\right) \leqslant-\log \psi_{r}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}_{-}\right)+C_{r-1}^{\prime \prime} n \tag{13.5}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
-\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+B n \tag{13.6}
\end{equation*}
$$

and

$$
\begin{equation*}
-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+C_{r}^{\prime} n \tag{13.7}
\end{equation*}
$$

The inequality (13.4) follows directly from combining (13.5) and (13.7), and recalling the definition of $C_{r}^{\prime \prime}$ in (12.36):

$$
\begin{align*}
&-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right)=-\log \psi_{r}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}_{-}\right) \beta_{r-1} \\
& \quad-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \\
& \leqslant-\log \psi_{r}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}-\right) \beta_{r-1}+C_{r-1}^{\prime \prime} n \beta_{r-1}  \tag{13.8}\\
& \quad-\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+C_{r-1}^{\prime} n \\
& \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n
\end{align*}
$$

Recall also that $\beta_{r-1} \leqslant 1$.
We split the proof of (13.6) into two cases. Suppose first that $\mathrm{VA}_{r}\left(x, x^{\prime}\right)<\omega_{r}$. Then, by the definition (13.1),

$$
\begin{aligned}
& -\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right) \geqslant-\log \omega_{r} \text { and } \\
& -\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \omega_{r}+B n \leqslant-\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+B n
\end{aligned}
$$

as claimed. Now suppose that $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$. Then, again by the definition (13.1),

$$
\begin{aligned}
-\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right) & =-\log \operatorname{VA}_{r}\left(x, x^{\prime}\right) \text { and } \\
-\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) & \leqslant-\log \operatorname{VA}_{r}\left(g x, g x^{\prime}\right)
\end{aligned}
$$

Together with (12.7), this yields

$$
-\log \mathrm{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \mathrm{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+B n
$$

which completes the proof of (13.6).
Finally, substituting (13.6) and (8.2) in the definition (12.13), and recalling the definition of $C_{r}^{\prime}$ in (12.32),

$$
\begin{aligned}
-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right)= & -\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \\
& \quad-\gamma_{r} \log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \\
\leqslant & -\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+B n \\
& \quad-\gamma_{r} \log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right)-\gamma_{r} A n \\
= & -\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+\left(B+\gamma_{r} A\right) n
\end{aligned}
$$

This proves (13.7), and thus completes the proof of the lemma.
We say that $\left(x, x^{\prime}\right)$ is in the stabilization region if $\mathrm{VA}_{r}\left(x, x^{\prime}\right)<\omega_{r}$. As we have seen in (12.7),

$$
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \mathrm{VA}_{r}\left(x, x^{\prime}\right) e^{-B n}
$$

for any $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \nsubseteq F_{r}$ and $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. So, if $\left(x, x^{\prime}\right)$ is outside the stabilization region then

$$
\begin{align*}
& \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)=\operatorname{VA}_{r}\left(x, x^{\prime}\right) \text { and } \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right)=\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \\
& \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)=\operatorname{VP}_{r}\left(x, x^{\prime}\right) \text { and } \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right)=\operatorname{VP}_{r}\left(g x, g x^{\prime}\right) \tag{13.10}
\end{align*}
$$

for any $g \in \operatorname{supp} \nu_{\infty}^{(n)}$ and $n \in \mathbb{N}$.
The following analogue of Proposition 12.8 for stabilized vertical angles and the stabilized vertical projections extends Proposition 9.2 to $r>1$ :

Proposition 13.2. For every $\delta>0, n \geqslant N_{r}, x, x^{\prime}$ in $E_{r}^{\diamond}\left(\rho_{r}^{\prime \prime}\right)$ with $F_{1}^{\prime} \notin F_{r}$, and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$ with $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$,

$$
\begin{equation*}
-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime} n \text { for every } g \in \mathcal{E}_{r}^{\prime \prime} \tag{13.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{G}-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\left(\kappa_{r}^{\prime \prime}-C_{r}^{\prime \prime} \delta\right) n \tag{13.12}
\end{equation*}
$$

for any
Proof. The case $r=1$ is given by Proposition 9.2 with $\kappa_{1}^{\prime \prime}=\kappa_{1}^{\prime}, C_{1}^{\prime \prime}=C_{1}^{\prime}, \rho_{1}^{\prime \prime}=\rho_{1}^{\prime}$, and $\mathcal{E}_{1}^{\prime \prime}=\mathcal{E}_{1}^{\prime}$. Now let us consider $r>1$. Let $\delta>0, n \geqslant N_{r}, x, x^{\prime} \in E_{r}^{\diamond}\left(\rho_{r}^{\prime \prime}\right)$, and $\vec{\omega} \in \mathbb{R}_{+}^{d}$ be as in the statement. By (13.3) and (13.10),

$$
\begin{align*}
\psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right) & =\psi_{r-1}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}_{-}\right)^{\beta_{r-1}} \mathrm{VP}_{r}\left(x, x^{\prime}\right) \text { and } \\
\psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) & =\psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}_{-}\right)^{\beta_{r-1}} \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \tag{13.13}
\end{align*}
$$

By (13.4),

$$
\begin{equation*}
-\log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}_{-}\right) \leqslant-\log \psi_{r-1}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}_{-}\right)+C_{r-1}^{\prime \prime} n \tag{13.14}
\end{equation*}
$$

for every $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. By Proposition 12.3,

$$
\begin{equation*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \tag{13.15}
\end{equation*}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. Substituting (13.14) and (13.15) in the second part of (13.13), and recalling the choice of $\beta_{r-1}$ in (12.37),

$$
\begin{aligned}
-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right)= & -\log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}\right. \\
\leqslant & -\log \psi_{r-1}\left(x_{-}, x_{r-1}^{\prime} ; \vec{\omega}_{-}\right) \beta_{r-1}+C_{r-1}^{\prime \prime} n \beta_{r-1} \\
& \quad-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \\
\leqslant & -\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\left(\kappa_{r}^{\prime} / 2\right) n=-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime} n
\end{aligned}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. This gives claim (13.11). Moreover, integrating (13.11) on $\mathcal{E}_{r}^{\prime \prime}$ and (13.4) on the complement, we obtain that

$$
\int_{G}-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{\infty}^{(n)}(g) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\left(\kappa_{r}^{\prime \prime}-C_{r}^{\prime \prime} \delta\right) n
$$

as claimed in (13.12).
13.2. Cutoff. Recall also that the constant $\varepsilon_{2}>0$ was chosen at the end of the initial step of the induction, in Section 11.3. Recall also that it may be taken to be as small as we want.

For any $r>1$, assume that $\varepsilon_{r}=\varepsilon_{r}\left(\nu_{\infty}, \delta, n\right)>0$ has been chosen, satisfying

$$
\begin{equation*}
\eta_{\infty, r}\left(E_{r}\left(\varepsilon_{r}\right) \backslash E\right)<\frac{1}{10} \eta_{\infty, r}(E) \tag{13.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{r}<\min \left\{\rho_{0}, \rho_{r}^{\prime \prime}\right\} \tag{13.17}
\end{equation*}
$$

where $\rho_{0}=\rho_{0}\left(\nu_{\infty}, n\right)>0$ is as in Corollaries 5.6 and 5.7 and $\rho_{r}^{\prime \prime}=\rho_{r}^{\prime \prime}\left(\nu_{\infty}, \delta, n\right)>0$ is as in Proposition 13.2.

Using Remark 7.3 twice, we find $\varepsilon_{r}^{\prime}=\varepsilon_{r}^{\prime}\left(\nu_{\infty}, \delta, n\right)>0$ and $\tilde{\varepsilon}_{r}=\tilde{\varepsilon}_{r}\left(\nu_{\infty}, \delta, n\right)>0$ with $0<\varepsilon_{r}^{\prime}<\tilde{\varepsilon}_{r}<\varepsilon_{r}$, and a compact neighborhood $\mathcal{W}_{r}=\mathcal{W}_{r}\left(\nu_{\infty}, \delta, n\right)$ of $\operatorname{supp} \nu_{\infty}^{(n)}$ such that

$$
\begin{align*}
g F_{r} \in E_{r}\left(\varepsilon_{r} / 2\right) \text { for every } F_{r} \in E_{r}\left(2 \tilde{\varepsilon}_{r}\right) \text { and } g \in \mathcal{W}_{r} \text { and }  \tag{13.18}\\
g^{-1} F_{r} \in E_{r}\left(\tilde{\varepsilon}_{r} / 2\right) \text { for every } F_{r} \in E_{r}\left(2 \varepsilon_{r}^{\prime}\right) \text { and } g \in \mathcal{W}_{r} \tag{13.19}
\end{align*}
$$

Let $\kappa_{0}=\kappa_{0}\left(\nu_{\infty}\right)>0$ be as in Proposition 5.5, and define $\varepsilon_{r}^{\prime \prime}=\varepsilon_{r}^{\prime \prime}\left(\nu_{\infty}, \delta, n\right)$ by

$$
\begin{equation*}
\varepsilon_{r}^{\prime \prime}=3 \varepsilon_{r}^{\prime} e^{-\kappa_{0} n / 2} \tag{13.20}
\end{equation*}
$$

Taking $\rho=\varepsilon_{r}^{\prime \prime}$ in Corollary 5.7, and keeping in mind that $\varepsilon_{r}<\rho_{0}$, we get that there are $\tilde{k}_{r}=\tilde{k}_{r}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ and $\mathcal{D}_{k}\left(F_{r}\right)=\mathcal{D}_{k}\left(\nu_{\infty}, \delta, n, F_{r}\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ such that $\nu_{k}^{(n)}\left(\mathcal{D}_{k}\left(F_{r}\right)^{c}\right)<\delta$ and

$$
d\left(g F_{r}, E\right)>e^{\kappa_{0} n / 2} d\left(F_{r}, E\right)>e^{\kappa_{0} n / 2} \varepsilon_{r}^{\prime \prime}>2 \varepsilon_{r}^{\prime}
$$

for any $g \in \mathcal{D}_{k}\left(F_{r}\right), F_{r} \in E\left(\varepsilon_{r}, \varepsilon_{r}^{\prime \prime}\right)$ and $k \geqslant \tilde{k}_{r}$. In other words, for $k \geqslant \tilde{k}_{r}$,

$$
\begin{equation*}
F_{r} \in E\left(\varepsilon_{r}, \varepsilon_{r}^{\prime \prime}\right) \Rightarrow g F_{r} \notin E\left(2 \varepsilon_{r}^{\prime}\right) \text { for every } g \in \mathcal{D}_{k}\left(F_{r}\right) \tag{13.21}
\end{equation*}
$$

Increasing $\tilde{k}_{r}$ if necessary, we may suppose that $\operatorname{supp} \nu_{k}^{(n)} \subset \mathcal{W}_{r}$ for every $k \geqslant \tilde{k}_{r}$. Then (13.18) and (13.19) imply

$$
\begin{align*}
E_{r}\left(2 \tilde{\varepsilon}_{r}\right) & \subset \mathcal{X}_{\nu_{k}^{(n)}} E_{r}\left(\varepsilon_{r}\right) \text { and } E_{r}\left(2 \varepsilon_{r}^{\prime}\right) \subset \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}\left(\varepsilon_{r}\right)  \tag{13.22}\\
F_{r} \notin E_{r}\left(\tilde{\varepsilon}_{r} / 2\right) & \Rightarrow g F_{r} \notin E_{r}\left(2 \varepsilon_{r}^{\prime}\right) \text { for every } g \in \operatorname{supp} \nu_{k}^{(n)} \tag{13.23}
\end{align*}
$$

We say that $x, x^{\prime} \in \mathcal{F}(r, d)$ are in general position if $F_{1}^{\prime} \notin F_{r}$ and $F_{1} \notin F_{r}^{\prime}$. For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position and $\vec{\omega} \in \mathbb{R}_{+}^{d}$, define (13.24)

$$
\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)= \begin{cases}\log \left(\Omega_{r}+\hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right) & \text { if } x \in E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right) \text { or } x^{\prime} \in E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right) \\ \log \Omega_{r} & \text { otherwise }\end{cases}
$$

where $\Omega_{r}=\Omega_{r}\left(\nu_{\infty}, \delta, n\right)>1$ is a large constant to be chosen in Proposition 15.1, and

$$
\begin{equation*}
\hat{\psi}\left(x, x^{\prime} ; \vec{\omega}\right)=\max \left\{\psi\left(x, x^{\prime} ; \vec{\omega}\right), \psi\left(x^{\prime}, x ; \vec{\omega}\right)\right\} \tag{13.25}
\end{equation*}
$$

It is clear from the definition that $\Psi_{r}(\cdot, \cdot ; \vec{\omega})$ is a symmetric function:

$$
\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)=\Psi_{r}\left(x^{\prime}, x ; \vec{\omega}\right) \text { for all } x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)
$$

The set $E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)^{c} \times E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)^{c}$ is the cut-off region at the stage $r>1$. Compare Figure 7.

Proposition 13.3. There exists $\kappa_{r}^{\prime \prime \prime}=\kappa_{r}^{\prime \prime \prime}\left(\nu_{\infty}\right)>0$ such that for each $\delta>0$ and $n \geqslant N_{r}$ there exists $\varepsilon_{r}^{\prime \prime \prime}=\varepsilon^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n\right)>0$ such that given any $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in$ $\mathbb{R}_{+}^{d}$ :
(i) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position with $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)>\log \Omega_{r}$,

$$
\int_{G} \Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{\infty}^{(n)}(g) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n .
$$

(ii) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position with $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)>\log \Omega_{r}$, $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$ and $\mathrm{VA}_{r}\left(x^{\prime}, x\right) \geqslant \omega_{r}$,

$$
\int_{G} \Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{\infty}^{(n)}(g) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} \delta n .
$$

(iii) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime \prime}\right)$ in general position satisfying $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$ and $\mathrm{VA}_{r}\left(x^{\prime}, x\right) \geqslant \omega_{r}$,

$$
\int_{G} \Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{\infty}^{(n)}(g) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\left(\kappa_{r}^{\prime \prime \prime}-C_{r}^{\prime \prime} \delta\right) n .
$$

Proof. Define $\kappa_{r}^{\prime \prime \prime}=\kappa_{r}^{\prime \prime} / 2$. Let $n \geqslant N_{r}$. Part (i) of the proposition is a consequence of the following lemma:

Lemma 13.4. If $x, x^{\prime} \in \mathcal{F}(r, d)$ are in general position and $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)>\log \Omega_{r}$ then

$$
\begin{equation*}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n \text { for any } g \in \operatorname{supp} \nu_{\infty}^{(n)} \tag{13.26}
\end{equation*}
$$

Proof. It follows immediately from (13.4) that

$$
\begin{equation*}
-\log \hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n \tag{13.27}
\end{equation*}
$$

for any $g \in \operatorname{supp} \nu_{\infty}^{(n)}$. Then, using (9.1),

$$
\begin{aligned}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) & \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right)^{-1}\right) \leqslant \log \left(\Omega_{r}+e^{C_{r}^{\prime \prime} n} \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right)+C_{r}^{\prime \prime} n=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n .
\end{aligned}
$$

This proves the claim.
To prove part (ii) we use Proposition 13.2: given any $\vec{\omega} \in \mathbb{R}_{+}^{d}$ and $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$,

$$
\begin{equation*}
-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime} n \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right) \tag{13.28}
\end{equation*}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. This remains true if we exchange the roles of $x$ and $x^{\prime}$, of course. Thus, $-\log \hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)$, and so

$$
\begin{align*}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) & \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right)^{-1}\right)  \tag{13.29}\\
& \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right)=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)
\end{align*}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. Integrating (13.29) over $\mathcal{E}_{r}^{\prime \prime}$ and (13.26) over the complement, we obtain the estimate in part (ii).

Now take $c=e^{-2 \kappa_{r}^{\prime \prime \prime} n}$ in the relation (9.3). By Lemma 12.7, there exists $\varepsilon_{r}^{\prime \prime \prime}>0$ depending only on $\nu_{\infty}, \delta$ and $n$ (through $c$ and $\Omega_{r}$ ) such that

$$
\begin{equation*}
-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)=-\log \hat{\psi}_{r}\left(x, x^{\prime}\right) \geqslant \log \left(\Omega_{r} / \sqrt{c}\right) \tag{13.30}
\end{equation*}
$$

for any $x, x^{\prime} \in E_{r}\left(\varepsilon_{r}^{\prime \prime \prime}\right)$ in general position. Then, using (13.30), (13.28) and (9.3),

$$
\begin{align*}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) & \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{r}+e^{-2 \kappa_{r}^{\prime \prime \prime} n} \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right)  \tag{13.31}\\
& \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right)-\kappa_{r}^{\prime \prime \prime} n=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime \prime} n
\end{align*}
$$

for every $g \in \mathcal{E}_{r}^{\prime \prime}$. Integrating (13.31) over $\mathcal{E}_{r}^{\prime \prime}$ and (13.26) over the complement, we obtain the estimate in part (iii) of the proposition.

## 14. Turning the perturbation on

We show that the conclusions of Proposition 13.3 hold for $\nu_{k}^{(n)}$ instead of $\nu_{\infty}^{(n)}$, as long as $k \in \mathbb{N}$ is sufficiently large. The arguments are close to those in Section 10, but we have to deal with the fact that $\psi_{r}$ and $\Psi_{r}$ are not entirely straightforward generalizations of $\psi_{1}$ and $\Psi_{1}$.

Proposition 14.1. Given $\delta>0, n \geqslant N_{r}$, and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$ there is $k_{r}=k_{r}\left(\nu_{\infty}, \delta, n, \omega_{r}\right) \in \mathbb{N}$ such that the following holds for every $k \geqslant k_{r}$ :
(i) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position with $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)>\log \Omega_{r}$,

$$
\int_{G} \Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n
$$

(ii) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position with $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)>\log \Omega_{r}$, $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$, and $\mathrm{VA}_{r}\left(x^{\prime}, x\right) \geqslant \omega_{r}$,

$$
\int_{G} \Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} \delta n .
$$

(iii) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime \prime}\right)$ in general position satisfying $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$ and $\mathrm{VA}_{r}\left(x^{\prime}, x\right) \geqslant \omega_{r}$,

$$
\int_{G} \Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{r}\left(x, x^{\prime} ; n\right)-\left(\kappa_{r}^{\prime \prime}-C_{r}^{\prime \prime} \delta\right) n
$$

Keep in mind that we have chosen $\varepsilon_{r}<\rho_{r}^{\prime \prime}=\rho_{r}^{\prime} \leqslant \hat{\rho}_{r}$ and $C_{r}^{\prime}=B+\gamma_{r} A$. Recall also that $\tilde{k}_{r}=\tilde{k}_{r}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ was chosen so that the relations (13.21) through (13.23) hold for every $k \geqslant \tilde{k}_{r}$.

Proof. We are going to extend to large $k \in \mathbb{N}$ several estimates in the proof of Proposition 13.3. This will require a number of conditions on $k$, depending on $\nu_{\infty}$, $\delta, n$ and $\omega$, that we state along the way. We begin with the following extension of Lemma 13.4:

Lemma 14.2. Given any $n \geqslant N_{r}$ and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$, there exists $\hat{k}_{r}=$ $\hat{k}_{r}\left(\nu_{\infty}, n, \omega_{r}\right)$ such that if $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ are in general position and $\vec{\omega} \in \mathbb{R}_{+}^{d}$ is such that $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)>\log \Omega_{r}$ then

$$
\begin{equation*}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n \tag{14.1}
\end{equation*}
$$

for any $g \in \operatorname{supp} \nu_{k}^{(n)}$ and $k \geqslant \hat{k}_{r}$.

Proof. Consider $\delta>0, n \geqslant N_{r}$, and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$. We begin by claiming that there exists $\hat{k}_{r}=\hat{k}_{r}\left(\nu_{\infty}, n, \vec{\omega}\right) \in \mathbb{N}$ such that

$$
\begin{equation*}
-\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+B n \tag{14.2}
\end{equation*}
$$

for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position, $g \in \operatorname{supp} \nu_{k}^{(n)}$, and $k \geqslant \hat{k}_{r}$. This can be seen as follows. If $\mathrm{VA}_{r}\left(x, x^{\prime}\right)<\omega_{r}$ then, by the definition (13.1),

$$
\begin{aligned}
& -\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right) \geqslant-\log \omega_{r} \text { and } \\
& -\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \omega_{r}+B n \leqslant-\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+B n,
\end{aligned}
$$

as claimed. Now suppose that $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$. The relation (12.7) does not apply here. Instead, from (12.5) and (13.1) we get that

$$
\begin{equation*}
-\log \operatorname{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)-\log \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{14.3}
\end{equation*}
$$

for every $g \in \operatorname{supp} \nu_{k}^{(n)}$, with $u=u\left(x, x^{\prime}\right)$ realizing the supremum in (12.2). The assumption $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$ means that $\left\|u^{\perp}\right\| \geqslant \omega_{r}\|u\|$. Since supp $\nu_{k}$ converges to $\operatorname{supp} \nu_{\infty}$ in the Hausdorff topology, we may find $r_{k}=r_{k}\left(\nu_{\infty}, n\right) \rightarrow 0$ such that every $g \in \operatorname{supp} \nu_{k}^{(n)}$ is in the $r_{k}$-neighborhood of some $f \in \operatorname{supp} \nu_{\infty}^{(n)}$. Then

$$
\left\|(g u)^{\perp}-(f u)^{\perp}\right\| \leqslant\|g u-f u\| \leqslant r_{k}\|u\| \leqslant \frac{r_{k}}{\omega_{r}}\left\|u^{\perp}\right\| .
$$

Then we may take $\hat{k}_{r}=\hat{k}_{r}\left(\nu_{\infty}, n, \omega_{r}\right) \in \mathbb{N}$ large enough so that this inequality implies

$$
\begin{aligned}
-\log \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} & \leqslant-\log \frac{\left\|(f u)^{\perp}\right\|}{\|f u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|}+\log 2 \\
& =-\log \frac{\left\|f^{\perp} u^{\perp}\right\|}{\|f u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|}+\log 2 \\
& \leqslant \log \left\|\left(f^{\perp}\right)^{-1}\right\|+\log \|f\|+\log 2 \leqslant B n
\end{aligned}
$$

for every $g \in \operatorname{supp} \nu_{k}^{(n)}$ and $k \geqslant \hat{k}_{r}$. This proves (14.2).
Substituting (14.2) and (8.2) in the definition (13.2), and recalling the definition of $C_{r}^{\prime}$ in (12.32), we find that

$$
\begin{align*}
&-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right)=-\log \mathrm{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \\
& \quad-\gamma_{r} \log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right. \\
& \leqslant-\log \mathrm{SVA}_{1}\left(x, x^{\prime} ; \omega_{r}\right)+B n  \tag{14.4}\\
& \quad-\gamma_{r} \log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\gamma_{r} A n \\
& \leqslant-\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+C_{r}^{\prime} n
\end{align*}
$$

for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position, $g \in \operatorname{supp} \nu_{k}^{(n)}$, and $k \geqslant \hat{k}_{r}$.
Next we claim that

$$
\begin{equation*}
-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n \tag{14.5}
\end{equation*}
$$

for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position, $g \in \operatorname{supp} \nu_{k}^{(n)}$, and $k \geqslant \hat{k}_{r}$. The case $r=1$ of (14.5) was done in (10.4), so let us consider $r>1$. By induction,

$$
\begin{equation*}
-\log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}_{-}\right) \leqslant-\log \psi_{r-1}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}_{-}\right)+C_{r-1}^{\prime \prime} n \tag{14.6}
\end{equation*}
$$

Replacing this and (14.4) in the definition (13.3), we find that

$$
\begin{aligned}
-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)= & -\beta_{r-1} \log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \vec{\omega}_{-}\right) \\
& \quad-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \\
\leqslant-\beta_{r-1} \log \psi_{r-1}( & \left.x_{-}, x_{-}^{\prime} ; \vec{\omega}_{-}\right)+\beta_{r-1} C_{r-1}^{\prime \prime} n \\
& \quad-\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)+C_{r}^{\prime} n \\
= & \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+\left(\beta_{r-1} C_{r-1}^{\prime \prime}+C_{r}^{\prime}\right) n
\end{aligned}
$$

Since $C_{r}^{\prime \prime}=C_{r-1}^{\prime \prime}+C_{r}^{\prime}$ and $\beta_{r-1}<1$, this proves (14.5). The estimate remains valid if we exchange the roles of $x$ and $x^{\prime}$, obviously. Thus, we have also shown that

$$
\begin{equation*}
-\log \hat{\psi}_{r}\left(g x, g x^{\prime} ; \omega\right) \leqslant-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n \tag{14.7}
\end{equation*}
$$

for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position, $g \in \operatorname{supp} \nu_{k}^{(n)}$, and $k \geqslant \hat{k}_{r}$.
Combining (14.7) with (9.1) in the definition (13.24), we get that

$$
\begin{aligned}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) & \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right)^{-1}\right) \leqslant \log \left(\Omega_{r}+e^{C_{r}^{\prime \prime} n} \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right) \\
& \leqslant \log \left(\Omega_{r}+\hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)^{-1}\right)+C_{r}^{\prime \prime} n=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+C_{r}^{\prime \prime} n,
\end{aligned}
$$

as stated.
Next, we prove the following extension of Lemma 12.2:
Lemma 14.3. Given $\delta>0, n \geqslant N_{r}$ and $\omega_{r}>0$, there is $k_{r}^{\prime}=k_{r}^{\prime}\left(\nu_{\infty}, \delta, n, \omega_{r}\right) \in \mathbb{N}$ and for any $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$ and $\operatorname{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$ there is $\mathcal{E}_{k, r}^{\prime \prime}=$ $\mathcal{E}_{k, r}^{\prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}, \omega_{r}\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ with $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, r}^{\prime \prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \mathrm{SVA}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant \max \left\{-\log \mathrm{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)-\tilde{\kappa}_{r} n, \tilde{\theta}_{r}\right\} \tag{14.8}
\end{equation*}
$$

for every $g \in \mathcal{E}_{k, r}^{\prime \prime}$ and $k \geqslant k_{r}^{\prime}$.
Proof. Fix $\delta>0$ and $n \geqslant N_{r}$ and $\omega_{r}>0$. Let $P_{\omega_{r}}$ denote the (compact) subset of all $v \in P$ such that $\left\|v^{\perp}\right\| /\|v\| \geqslant \omega_{r} / 2$. For $v \in P_{\omega_{r}}$ and $g$ in some compact neighborhood $V_{\omega_{r}}$ of $\operatorname{supp} \nu_{\infty}^{(n)}$, consider

$$
\begin{equation*}
(v, g) \mapsto-\log \frac{\left\|(g v)^{\perp}\right\|}{\|g v\|} \tag{14.9}
\end{equation*}
$$

As long as $V_{\omega_{r}}$ is sufficiently small, depending on $\nu_{\infty}, n$ and $\omega_{r}$, the map (14.9) is well defined and (uniformly) continuous. So, there exists $\alpha=\alpha\left(\nu_{\infty}, n, \omega_{r}\right)>0$ such that

$$
\begin{equation*}
-\log \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \leqslant-\log \frac{\left\|(f v)^{\perp}\right\|}{\|f v\|}+\log 2 \tag{14.10}
\end{equation*}
$$

whenever $d(u, v)<\alpha$ and $d(g, f)<\alpha$. Reducing $\alpha$ if necessary, depending only on $\omega_{r}$, we may also assume that

$$
\begin{equation*}
d(u, v)<\alpha \quad \Rightarrow \quad-\log \frac{\left\|u^{\perp}\right\|}{\|u\|} \geqslant-\log \frac{\left\|v^{\perp}\right\|}{\|v\|}-\log 2 . \tag{14.11}
\end{equation*}
$$

Fix $v_{1}, \ldots, v_{l} \in P_{\omega_{r}}$ such that $P_{\omega_{r}} \subset B\left(v_{1}, \alpha\right) \cup \cdots \cup B\left(v_{l}, \alpha\right)$. For each $v \in P_{\omega_{r}}$ choose $j \in\{1, \ldots, l\}$ such that $v \in B\left(v_{j}, \alpha\right)$ and define $\mathcal{E}_{k, 0}=\mathcal{E}_{k, 0}\left(\nu_{\infty}, \delta, n, v, \omega_{r}\right) \subset$
$\operatorname{supp} \nu_{k}^{(n)}$ by

$$
\begin{equation*}
\mathcal{E}_{k, 0}=\left[\alpha \text {-neighborhood of } \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v_{j}^{\perp}\right)\right] \cap \operatorname{supp} \nu_{k}^{(n)}, \tag{14.12}
\end{equation*}
$$

where $\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v_{j}^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ is as defined in Proposition 5.5. Since $\nu_{k}^{(n)}$ converges to $\nu_{\infty}^{(n)}$ in the weak* topology, the limit inferior of the $\nu_{k}^{(n)}$-measure of (14.12) as $k \rightarrow \infty$ is greater than or equal to

$$
\nu_{\infty}^{(n)}\left(\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v_{j}^{\perp}\right)\right)>1-\delta
$$

for every $j=1, \ldots, l$. In particular, there is $k_{r}^{\prime}=k_{r}^{\prime}\left(\nu_{\infty}, \delta, n, \omega_{r}\right) \in \mathbb{N}$ such that

$$
\begin{equation*}
\nu_{k}^{(n)}\left(\mathcal{E}_{k, 0}\right)>1-\delta \text { for every } k \geqslant k_{r}^{\prime} \text { and } v \in P_{\omega_{r}} \tag{14.13}
\end{equation*}
$$

Given $x, x^{\prime} \in \mathcal{F}(r, d)$ with $F_{1}^{\prime} \notin F_{r}$ and $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$, take $u=u^{E}+u^{\perp}$ to be a non-zero vector that realizes the supremum in the definition (12.2). Then,

$$
\begin{align*}
& \omega_{r} \leqslant \mathrm{VA}_{r}\left(x, x^{\prime}\right)=\frac{\left\|u^{\perp}\right\|}{\|u\|} \quad \text { (in particular, } u \in P_{\omega_{r}} \text { ) and }  \tag{14.14}\\
& \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \geqslant \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|(g u)^{\perp}\right\|}{\|g u\|} \frac{\|u\|}{\left\|u^{\perp}\right\|} \tag{14.15}
\end{align*}
$$

for any $g \in G$. Then define

$$
\begin{equation*}
\mathcal{E}_{k, r}^{\prime \prime}=\mathcal{E}_{k, 0}\left(\nu_{\infty}, \delta, n, u, \omega_{r}\right) . \tag{14.16}
\end{equation*}
$$

It follows from (14.13) that $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, r}^{\prime \prime}\right)^{c}\right)<\delta$ for every $k \geqslant k_{r}^{\prime}$.
Let $g \in \mathcal{E}_{k, r}^{\prime \prime}$ and $k \geqslant k_{r}^{\prime}$. Then, by definition, there exist $v=v^{E}+v^{\perp}$ in $P_{\omega_{r}}$ (take $v=v_{j}$ as in (14.12)) and $f \in \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, v^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ such that $d(u, v)<\alpha$ and $d(g, f)<\alpha$. Thus, substituting (14.10) and (14.11) in (14.15), we find that

$$
\begin{equation*}
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \geqslant \frac{1}{2} \frac{\left\|f^{\perp} v^{\perp}\right\|}{\|f v\|} \geqslant \frac{1}{4} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|f^{\perp} v^{\perp}\right\|}{\|f v\|} \frac{\|v\|}{\left\|v^{\perp}\right\|} . \tag{14.17}
\end{equation*}
$$

Let $\tau_{0}=\tau_{0}\left(\nu_{\infty}, \delta\right)>0$ be as in Proposition 5.5. If $\left\|f^{\perp} v^{\perp}\right\| /\|f v\| \geqslant \tau_{0} / 2$ then the first part of (14.17) gives that (recall (12.9) also)

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \frac{\tau_{0}}{4} \leqslant \tilde{\theta}_{r} \tag{14.18}
\end{equation*}
$$

Now suppose that $\left\|f^{\perp} v^{\perp}\right\| /\|f v\|<\tau_{0} / 2$. Then part (2) of Proposition 5.5 gives that

$$
\begin{equation*}
\frac{\left\|f v^{\perp}\right\|}{\|f v\|}<\frac{1}{2} \text { and so } \frac{\left\|f v^{E}\right\|}{\|f v\|}>\frac{1}{2} . \tag{14.19}
\end{equation*}
$$

Substituting (14.19) and $\|v\| \geqslant\left\|v^{E}\right\|$ in (14.17), we find that

$$
\begin{align*}
\mathrm{VA}_{r}\left(g x, g x^{\prime}\right) & \geqslant \frac{1}{8} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|f^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|} \frac{\left\|v^{E}\right\|}{\left\|f v^{E}\right\|} \\
& =\frac{1}{8} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \frac{\left\|D f_{v^{E}}^{\perp} v^{\perp}\right\|}{\left\|v^{\perp}\right\|} \tag{14.20}
\end{align*}
$$

By part (1) of Proposition 5.5 and the choices of $\tilde{\kappa}_{r}>0$ and $\tilde{N}_{r} \in \mathbb{N}$ in (12.9), this implies

$$
\begin{align*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+\log 8-2 \tilde{\kappa}_{r} n \\
& \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n \tag{14.21}
\end{align*}
$$

The conclusion of the lemma is contained in (14.18) and (14.21).
Next, let us prove the following extension of Lemma 12.5:
Lemma 14.4. Given $\delta>0$ and $n \geqslant N_{r}$ there exists $\hat{k}_{r}=\hat{k}_{r}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ such that for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$ and $-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$ there exists $\mathcal{E}_{k, r}^{\prime \prime}=\mathcal{E}_{k, r}^{\prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ with $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, r}^{\prime \prime}\right)^{c}\right)<\delta$ and
$(14.22)-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\hat{\kappa}_{r} n$ for every $g \in \mathcal{E}_{k, r}^{\prime \prime}$ and $k \geqslant \hat{k}_{r}$.

Proof. Let $\hat{P}$ denote the (compact) subset of pairs $(v, w) \in P \times P$ such that

$$
\begin{equation*}
\frac{\left\|v^{\perp}\right\|}{\|v\|} \leqslant \hat{\rho}_{1}<2 \hat{\rho}_{1} \leqslant \frac{\left\|w^{\perp}\right\|}{\|w\|} \tag{14.23}
\end{equation*}
$$

( $v^{\perp}$ and $w^{\perp}$ denote the components of $v$ and $w$ orthogonal to the equator). Let $\hat{V}$ be some compact neighborhood of the support of $\nu_{\infty}^{(n)}$. Since, $\hat{\rho}_{r}=\hat{\rho}_{r}\left(\nu_{\infty}, n\right)$, both $\hat{P}$ and $\hat{V}$ depend only on $\nu_{\infty}$ and $n$. Condition (14.23) ensures that the angle between $v$ and $w$ is bounded away from zero and, consequently, so is the angle between $g v$ and $g w$ for any $g \in \hat{V}$; both bounds depend only on $\nu_{\infty}$ and $n$. Thus, the map

$$
\begin{equation*}
(v, w, g) \mapsto-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \tag{14.24}
\end{equation*}
$$

is well-defined and (uniformly) continuous on the domain $(v, w) \in \hat{P}$ and $g \in \hat{V}$. In particular, there exists $\hat{\alpha}=\hat{\alpha}\left(\nu_{\infty}, n\right)>0$ such that

$$
\begin{equation*}
-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \leqslant-\log \frac{\left\|\Pi_{f u} f z\right\|}{\|f u\|} \frac{\|u\|}{\|z\|}+\log 2 \tag{14.25}
\end{equation*}
$$

whenever $d(v, u)<\hat{\alpha}$ and $d(z, w)<\hat{\alpha}$ and $d(g, f)<\hat{\alpha}$. Reducing $\hat{\alpha}$ if necessary, depending only on $\nu_{\infty}$ and $n$, we may also suppose that

$$
\begin{equation*}
d(z, w)<\hat{\alpha} \quad \Rightarrow \quad-\log \frac{\left\|z^{\perp}\right\|}{\|z\|} \leqslant-\log \frac{\left\|w^{\perp}\right\|}{\|w\|}+\log 2 \tag{14.26}
\end{equation*}
$$

Fix points $\left(v_{1}, w_{1}\right), \ldots,\left(v_{l}, w_{l}\right) \in \hat{P}$ such that the balls of radius $\hat{\rho}$ around these points cover $\hat{P}$. For each $(v, w) \in \hat{P}$ choose $j \in\{1, \ldots, l\}$ such that $v \in B\left(v_{j}, \hat{\alpha}\right)$ and $w \in B\left(w_{j}, \hat{\alpha}\right)$ and then define $\hat{\mathcal{E}}_{k, 0}=\hat{\mathcal{E}}_{k, 0}\left(\nu_{\infty}, \delta, n, v, w\right) \subset G$ by

$$
\begin{equation*}
\hat{\mathcal{E}}_{k, 0}=\left[\hat{\alpha} \text {-neighborhood of } \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w_{j}^{\perp}\right)\right] \cap \operatorname{supp} \nu_{k}^{(n)}, \tag{14.27}
\end{equation*}
$$

where $\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w_{j}^{\perp}\right)$ is given by Proposition 5.5. Since $\nu_{k}^{(n)} \rightarrow \nu_{\infty}^{(n)}$ in the weak* topology, the limit inferior of the $\nu_{k}^{(n)}$-measure of (14.27) as $k \rightarrow \infty$ is greater than or equal to

$$
\nu_{\infty}^{(n)}\left(\mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, w_{j}^{\perp}\right)\right)>1-\delta
$$

for every $j=1, \ldots, l$. In particular, there is $\hat{k}_{r}=\hat{k}_{r}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ such that

$$
\begin{equation*}
\nu_{k}^{(n)}\left(\hat{\mathcal{E}}_{k, 0}\right)>1-\delta \text { for every } k \geqslant \hat{k}_{r} \text { and }(v, w) \in \hat{P} \tag{14.28}
\end{equation*}
$$

Given $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$, let $v \in F_{r}, v^{\prime} \in F_{r-1}+F_{1}^{\prime}$ and $w=v-v^{\prime}$ be as in (12.15) and (12.16). Just as in (12.21),

$$
\begin{equation*}
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \frac{\left\|\Pi_{g v} g w\right\|}{\|g v\|} \frac{\|v\|}{\|w\|} \tag{14.29}
\end{equation*}
$$

for any $g \in G$ such that $\|g v\| \geqslant\left\|g v^{\prime}\right\|$ (the case $\|g v\| \leqslant\left\|g v^{\prime}\right\|$ is analogous, reversing the roles of $F_{r}$ and $\left.F_{r-1}+F_{1}^{\prime}\right)$. The assumption $x \in E_{r}\left(\varepsilon_{r}\right)$ implies that

$$
\begin{equation*}
\frac{\left\|v^{\perp}\right\|}{\|v\|} \leqslant d(x, E) \leqslant \varepsilon_{r}<\hat{\rho}_{r} \tag{14.30}
\end{equation*}
$$

Now assume that $-\log \operatorname{VA}_{r}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$. Then, using (12.19) and (12.22),

$$
\begin{equation*}
\frac{\left\|w^{\perp}\right\|}{\|w\|}>\frac{1}{4} \mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \frac{1}{4} e^{-\tilde{\theta}_{r}-\tilde{\kappa}_{r} n}>2 \hat{\rho}_{r} \tag{14.31}
\end{equation*}
$$

Thus, $(v, w) \in \hat{P}$. Then define

$$
\begin{equation*}
\mathcal{E}_{k, r}^{\prime \prime}=\hat{\mathcal{E}}_{k, 0}\left(\nu_{\infty}, \delta, n, v, w\right) \tag{14.32}
\end{equation*}
$$

It follows from (14.28) that $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, r}^{\prime \prime}\right)^{c}\right)<\delta$ for every $k \geqslant \hat{k}_{r}$.
Take $u=v_{j}$ and $z=w_{j}$ as in (14.27). By definition, $(u, z) \in \hat{P}$ and $d(u, v)<\hat{\alpha}$ and $d(z, w)<\hat{\alpha}$. Let $g \in \mathcal{E}_{k, r}^{\prime \prime}$ and $k \geqslant \hat{k}_{r}$. The definitions (14.27) and (14.32) imply that there exists $f \in \mathcal{E}_{0}\left(\nu_{\infty}, \delta, n, z^{\perp}\right) \subset \operatorname{supp} \nu_{\infty}^{(n)}$ such that $d(g, f)<\theta$. Combining (14.29) with (14.25),

$$
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\log 2-\log \frac{\left\|\Pi_{f u} f z\right\|}{\|f u\|} \frac{\|u\|}{\|z\|}
$$

Replacing $z, w$ and $g$ with $u, z$ and $f$ in (12.23) and (12.24), we get that

$$
\frac{\|f u\|}{\|u\|} \geqslant \frac{1}{2} \frac{\left\|f u^{E}\right\|}{\left\|u^{E}\right\|} \text { and }\left\|\Pi_{f u} f z\right\| \geqslant \frac{1}{2}\left\|f^{\perp} z^{\perp}\right\| .
$$

Substituting this in the previous inequality,

$$
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\log 8-\log \frac{\left\|f^{\perp} z^{\perp}\right\|}{\|z\|} \frac{\left\|u^{E}\right\|}{\left\|f u^{E}\right\|}
$$

Conditions (14.26) and (14.31) give that

$$
-\log \frac{\left\|z^{\perp}\right\|}{\|z\|} \leqslant-\log \frac{\left\|w^{\perp}\right\|}{\|w\|}+\log 2 \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+\log 8
$$

Combining this with the previous inequality, we find that

$$
\begin{aligned}
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) \leqslant-\log d\left(F_{r}, F_{r-1}\right. & \left.+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \\
& +\log 64-\log \frac{\left\|f^{\perp} z^{\perp}\right\|}{\left\|z^{\perp}\right\|} \frac{\left\|u^{E}\right\|}{\left\|f u^{E}\right\|} \\
=-\log d\left(F_{r}, F_{r-1}\right. & \left.+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \\
& +\log 64-\log \frac{\left\|D f_{u^{E}}^{\perp} z^{\perp}\right\|}{\left\|z^{\perp}\right\|}
\end{aligned}
$$
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By part (1) of Proposition 5.5, and the choice of $\hat{N}_{r} \in \mathbb{N}$ in (12.19), this implies that

$$
\begin{aligned}
-\log d\left(g F_{r}, g\left(F_{r-1}+F_{1}^{\prime}\right)\right) & \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)+5-2 \hat{\kappa}_{r} n \\
& \leqslant-\log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\hat{\kappa}_{r} n
\end{aligned}
$$

as claimed.
We deduce the following extension of Proposition 12.3:
Lemma 14.5. For $\delta>0, n \geqslant N_{r}$ and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$ there is $k_{r}^{\prime \prime \prime}=$ $k_{r}^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n, \omega_{r}\right) \in \mathbb{N}$ and for $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$ and $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$ there is $\mathcal{E}_{k, r}^{\prime \prime \prime}=\mathcal{E}_{k, r}^{\prime \prime \prime}\left(\nu_{\infty}, \delta, n, x, x^{\prime}, \vec{\omega}\right) \subset \operatorname{supp} \nu_{k}^{(n)}$ such that $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, r}^{\prime \prime \prime}\right)^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime} n \tag{14.33}
\end{equation*}
$$

for any $g \in \mathcal{E}_{k, r}^{\prime \prime \prime}$ and $k \geqslant k_{r}^{\prime \prime \prime}$.
Proof. Fix $\delta>0$ and $n \geqslant N_{r}$ and $\vec{\omega} \in \mathbb{R}_{+}^{d}$. Recall that

$$
N_{r}>\max \left\{\tilde{N}_{r}\left(\nu_{\infty}, \delta / 2\right), \widehat{N}_{r}\left(\nu_{\infty}, \delta / 2\right), 2 \tilde{\theta}_{r} /\left(\gamma \hat{\kappa}_{r}\right)\right\}
$$

by (12.25). Define

$$
\begin{align*}
k_{r}^{\prime \prime \prime}= & \max \left\{k_{r}^{\prime}\left(\nu_{\infty}, \delta / 2, n, \omega\right), \hat{k}_{r}\left(\nu_{\infty}, \delta / 2, n\right)\right\} \\
& \text { and } \mathcal{E}_{k, r}^{\prime \prime \prime}=\mathcal{E}_{k, r}^{\prime \prime}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}, \omega\right) \cap \mathcal{E}_{k, r}^{\prime \prime}\left(\nu_{\infty}, \delta / 2, x, x^{\prime} n\right) \tag{14.34}
\end{align*}
$$

By construction, $\mathcal{E}_{k, r}^{\prime \prime \prime}$ is contained in the support of $\nu_{k}^{(n)}$ and $\nu_{k}^{(n)}\left(\left(\mathcal{E}_{k, r}^{\prime \prime \prime}\right)^{c}\right)<\delta$.
We claim that given any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ with $F_{1}^{\prime} \notin F_{r}$ and $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{r}$,

$$
\begin{equation*}
-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \leqslant-\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)-\kappa_{r}^{\prime} n \tag{14.35}
\end{equation*}
$$

for every $g \in \mathcal{E}_{k, r}^{\prime \prime \prime}$ and $k \geqslant k_{r}^{\prime \prime \prime}$. As observed in (13.10), the assumption on ( $x, x^{\prime}$ ) implies that $\operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)=\mathrm{VA}_{r}\left(x, x^{\prime}\right)$ and $\operatorname{SVA}_{r}\left(x, x^{\prime} ; \omega_{r}\right)=\mathrm{VA}_{r}\left(g x, g x^{\prime}\right)$, and so (14.35) may be rewritten as

$$
\begin{equation*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\kappa_{r}^{\prime} n \tag{14.36}
\end{equation*}
$$

Let $g \in \mathcal{E}_{k, r}^{\prime \prime \prime}$ and $k \geqslant k_{r}^{\prime \prime \prime}$. Suppose first that $-\log \operatorname{VA}_{r}\left(x, x^{\prime}\right) \geqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$. Then, by Lemma 14.3,

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n \tag{14.37}
\end{equation*}
$$

Substituting (14.37) and (8.2) in the definition (12.13) we find that

$$
\begin{align*}
& -\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) \leqslant-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\tilde{\kappa}_{r} n \\
& -\gamma_{r} \log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)+\gamma_{r} A n  \tag{14.38}\\
& \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\frac{\tilde{\kappa}_{r}}{2} n
\end{align*}
$$

(we chose $\gamma_{r} \leqslant \tilde{\kappa}_{r} /(2 A)$ in (12.25)). Now suppose that $-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant \tilde{\theta}_{r}+\tilde{\kappa}_{r} n$. In this case, Lemma 14.3 yields

$$
\begin{equation*}
-\log \mathrm{VA}_{r}\left(g x, g x^{\prime}\right) \leqslant \tilde{\theta}_{r} \tag{14.39}
\end{equation*}
$$

whereas Lemma 14.4 yields

$$
\begin{equation*}
-\log d\left(g x, g x^{\prime}\right) \leqslant-\log d\left(x, x^{\prime}\right)-\log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\hat{\kappa}_{r} n \tag{14.40}
\end{equation*}
$$

Substituting (14.39) and (14.40) in the definition (12.13), we obtain

$$
\begin{aligned}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) & \leqslant-\gamma_{r} \log d\left(F_{r}, F_{r-1}+F_{1}^{\prime}\right)-\gamma_{r} \log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\gamma_{r} \hat{\kappa}_{r} n \\
& \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)+\tilde{\theta}_{r}+\left(1-\gamma_{r}\right) \log \mathrm{VA}_{r}\left(x, x^{\prime}\right)-\gamma_{r} \hat{\kappa}_{r} n
\end{aligned}
$$

Since $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \leqslant 1, \gamma_{r} \leqslant 1$, and $n \geqslant N_{r} \geqslant 2 \tilde{\theta}_{r} /\left(\gamma_{r} \hat{\kappa}_{r}\right)$, it follows that

$$
\begin{align*}
-\log \mathrm{VP}_{r}\left(g x, g x^{\prime}\right) & \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)+\tilde{\theta}_{r}-\gamma_{r} \hat{\kappa}_{r} n \\
& \leqslant-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)-\frac{\gamma_{r} \hat{\kappa}_{r}}{2} n \tag{14.41}
\end{align*}
$$

Because of the way we chose $\kappa_{r}^{\prime}$ in (12.25), the relations (14.38) and (14.41) contain the claim (14.35).

Now we prove the claim (14.33). The case $r=1$ was done in (10.31), so let us suppose $r>1$. By (14.6),

$$
-\log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \omega\right) \leqslant-\log \psi_{r-1}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}\right)+C_{r-1}^{\prime \prime} n
$$

Substituting this and (14.35) in the definition (12.34),

$$
\begin{aligned}
-\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)= & -\beta_{r-1} \log \psi_{r-1}\left(g x_{-}, g x_{-}^{\prime} ; \omega\right)-\log \operatorname{SVP}_{r}\left(g x, g x^{\prime} ; \omega_{r}\right) \\
\leqslant & -\beta_{r-1} \log \psi_{r-1}\left(x_{-}, x_{-}^{\prime} ; \vec{\omega}\right)+\beta_{r-1} C_{r-1}^{\prime \prime} n \\
& \quad-\log \operatorname{SVP}_{r}\left(x, x^{\prime} ; \omega_{r}\right)-\kappa_{r}^{\prime} n \\
\leqslant & -\log \psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime},
\end{aligned}
$$

where the last step uses our choices of $\beta_{r-1}, C_{r}^{\prime \prime}$, and $\kappa_{r}^{\prime \prime}$ in (12.37) and (12.44).
Let us go back to proving Proposition 14.1. Define

$$
\begin{align*}
k_{r}=\max \left\{\tilde{k}_{r}\left(\nu_{\infty}, \delta, n\right), \hat{k}_{r}\left(\nu_{\infty}, n, \omega_{r}\right)\right. & , k_{r}^{\prime}\left(\nu_{\infty}, \delta, n \omega_{r}\right) \\
& \left.\hat{k}_{r}\left(\nu_{\infty}, \delta, n\right), k_{r}^{\prime \prime \prime}\left(\nu_{\infty}, \delta / 2, n, \omega_{r}\right)\right\} \tag{14.42}
\end{align*}
$$

Then, $k_{r}$ depends only on $\nu_{\infty}, \delta, n$ and $\omega_{r}$. Part (i) of the proposition is an immediate consequence of Lemma 14.2. To prove part (ii), consider

$$
\mathcal{E}=\mathcal{E}_{k, r}^{\prime \prime \prime}\left(\nu_{\infty}, \delta / 2, n, x, x^{\prime}, \vec{\omega}\right) \cap \mathcal{E}_{k, r}^{\prime \prime \prime}\left(\nu_{\infty}, \delta / 2, n, x^{\prime}, x, \vec{\omega}\right)
$$

where $\mathcal{E}_{k, r}^{\prime \prime \prime}$ is as given by Lemma 14.5. Then $\nu_{k}^{(n)}\left(\mathcal{E}^{c}\right)<\delta$ and

$$
\begin{equation*}
-\log \hat{\psi}_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime} n \leqslant-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right) \tag{14.43}
\end{equation*}
$$

for every $g \in \mathcal{E}$ and $k \geqslant k_{r}^{\prime \prime \prime}$. By (9.2), this implies that

$$
\begin{equation*}
\Psi_{r}\left(g x, g x^{\prime} ; \omega\right) \leqslant \Psi_{r}\left(x, x^{\prime} ; \omega\right) \text { for every } g \in \mathcal{E} \tag{14.44}
\end{equation*}
$$

Integrating (14.44) over $\mathcal{E}$ and (14.1) over the complement, we obtain part (ii).
Next, recall that we took $\kappa_{r}^{\prime \prime \prime}=\kappa_{r}^{\prime \prime} / 2=\kappa_{r}^{\prime} / 2$ and $c=e^{-2 \kappa_{r}^{\prime \prime \prime} n}$ and $\varepsilon_{r}^{\prime \prime \prime}>0$ such that (13.30) holds:

$$
-\log \hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}\right)=-\log \hat{\psi}\left(x, x^{\prime}\right) \geqslant \Omega_{r} / \sqrt{c}
$$

for any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime \prime}\right)$ in general position. Then, by (9.3) and the first inequality in (14.43),

$$
\begin{equation*}
\Psi_{r}\left(g x, g x^{\prime} ; \vec{\omega}\right) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+\log \sqrt{c}=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)-\kappa_{r}^{\prime \prime \prime} n \tag{14.45}
\end{equation*}
$$

for every $g \in \mathcal{E}$. Integrating (14.45) over $\mathcal{E}$ and (14.1) over the complement, we obtain part (iii) of the proposition.

It is clear from the statements of Lemmas 14.2, 14.3 and 14.5 that one may take $\hat{k}_{r}, k_{r}^{\prime}$ and $k_{r}^{\prime \prime \prime}$ to increase to $\infty$ when $\omega_{r}$ decreases to zero and $\nu_{\infty}, \delta, n$ remain fixed. Then the same is true about the $\operatorname{map} \omega \mapsto k_{r}\left(\nu_{\infty}, \delta, n, \omega_{r}\right)$ defined in (14.42). Hence, we may find $\check{k}_{r}=\check{k}_{r}\left(\nu_{\infty}, \delta, n\right) \in \mathbb{N}$ and $\omega_{k, r}=\omega_{k, r}\left(\nu_{\infty}, \delta, n\right)>0$ such that

- the sequence $\left(\omega_{k, r}\right)_{k}$ decreases to 0 , and
- $k \geqslant k_{r}\left(\nu_{\infty}, \delta, n, \omega_{k, r}\right)$ for every $k \geqslant \breve{k}_{r}$.

Denote $\vec{\omega}_{k, r}=\left(\omega_{k, 1}, \ldots, \omega_{k, r}\right)$ and then define

$$
\begin{equation*}
\hat{\psi}_{k, r}\left(x, x^{\prime}\right)=\hat{\psi}_{r}\left(x, x^{\prime} ; \vec{\omega}_{k, r}\right) \text { and } \Psi_{k, r}\left(x, x^{\prime}\right)=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}_{k, r}\right) \tag{14.46}
\end{equation*}
$$

## 15. Spreading out

For $r>1$ the cut-off in Section 13.2 is insufficient to ensure that $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)$ is bounded near the border region of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$. To explain why, let us consider $x=\left(F_{1}, \ldots, F_{r}\right)$ and $x=\left(F_{1}^{\prime}, \ldots, F_{r}^{\prime}\right)$ such that $F_{r}$ is near the border and $F_{r}^{\prime}$ is far from the border of $E_{r}\left(\varepsilon_{r}\right)$. Then $-\log \mathrm{VP}_{r}\left(x, x^{\prime}\right)$ is bounded, but the problem is that the term $-\log \psi_{r-1}\left(x_{-}, x_{-}^{\prime}\right)$ may be arbitrarily large, which forces $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)$ to be arbitrarily large as well. For instance, $d\left(F_{1}, F_{1}^{\prime}\right)$ may be very small, in which case $-\log \psi_{1}\left(F_{1}, F_{1}^{\prime}\right)$ is very large. Thus, Lemma 9.5 as stated does not extend to $r>1$.

To fix this difficulty, we introduce a "spreading out" Markov operator $\widetilde{\mathcal{Q}}_{r}$ which leaves $F_{r}$ and $F_{r}^{\prime}$ fixed, but averages the function out over the pairs of flags whose $r$-dimensional components are $F_{r}$ and $F_{r}^{\prime}$. This is done only on certain domains far from the equator: elsewhere we just take $\widetilde{\mathcal{Q}}_{r}=$ id. The main properties of this operator are stated in Proposition 15.1: roughly speaking, $\widetilde{\mathcal{Q}}_{r} \Psi_{r}$ is never much bigger than $\Psi_{r}$ itself, with equality close to the equator, and it is bounded near the border region. That replaces Lemma 9.5 when $r>1$.

The details of the spreading out construction follow. In Section 16.1 we will incorporate $\widetilde{\mathcal{Q}}_{r}$ into the definition of our main Markov operators, $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$, defined on the space of pairs of flags, and $\widetilde{\mathcal{T}}_{k, r}^{\mathcal{Q}}$, its lift to the blow-up space $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$.
15.1. Homogeneous measures on flag varieties. The orthogonal group $\mathrm{O}(d)$ acts transitively on the flag space $\mathcal{F}(r, d)$. We denote by $\mu$ the corresponding homogeneous measure on $\mathcal{F}(r, d)$. This may be described as the image of the Haar probability measure of the orthogonal group under

$$
\mathrm{O}(d) \rightarrow \mathcal{F}(r, d), \quad g \mapsto g z=\left(g H_{1}, \ldots, g H_{r}\right)
$$

for any choice of $z=\left(H_{1}, \ldots, H_{r}\right)$, and it is invariant under the $\mathrm{O}(d)$-action.
Analogously, for any $F_{r} \in \operatorname{Gr}(r, d)$, denote by $\mu_{F_{r}}$ the homogeneous measure on

$$
\begin{equation*}
\mathcal{F}\left(F_{r}\right)=\left\{\left(G_{1}, \ldots, G_{r-1}, G_{r}\right) \in \mathcal{F}(r, d): G_{r}=F_{r}\right\} \tag{15.1}
\end{equation*}
$$

corresponding to the natural action of the orthogonal group $\mathrm{O}\left(F_{r}\right)$ on $\mathcal{F}\left(F_{r}\right)$. We also consider

$$
\begin{equation*}
\mathcal{F}^{*}\left(F_{r}\right)=\left\{\left(G_{1}, \ldots, G_{r-1}, F_{r}\right) \in \mathcal{F}\left(F_{r}\right): d\left(G_{1}, E\right) \geqslant \frac{1}{2} d\left(F_{r}, E\right)\right\} \tag{15.2}
\end{equation*}
$$

It is clear that there exists $a_{r}>0$, depending only on $r$, such that $\mu_{F_{r}}\left(\mathcal{F}^{*}\left(F_{r}\right)\right) \geqslant$ $a_{r}$. See Figure 9. We denote by $\mu_{F_{r}}^{*}$ the normalized restriction of $\mu_{F_{r}}$ to $\mathcal{F}^{*}\left(F_{r}\right)$.

More generally, there exist $c_{r}>0$ and $b_{r}>0$, depending only on $r$, such that

$$
\begin{equation*}
\mu_{F_{r}}^{*}\left(\left\{\left(G_{1}, \ldots, G_{r-1}, F_{r}\right) \in \mathcal{F}^{*}\left(F_{r}\right): d\left(G_{1}, F\right)<\rho d\left(F_{r}, F\right)\right\}\right) \leqslant c_{r} \rho^{b_{r}} \tag{15.3}
\end{equation*}
$$



Figure 9. The subset $\mathcal{F}^{*}\left(F_{r}\right)$ of the flags $\left(G_{1}, \ldots, G_{r-1}, F_{r}\right)$ such that $d\left(G_{1}, E\right) \geqslant d\left(F_{r}, E\right) / 2$ is represented (for $r=2$ and $d=3$ ) by the dark gray region. It corresponds to a definite fraction of all the flags in $\mathcal{F}\left(F_{r}\right)$, relative to the homogeneous measure $\mu_{F_{r}}$.
for any $F \neq F_{r}$ in $\operatorname{Gr}(r, d)$ and $\rho>0$. Also (increasing $c_{r}$ and decreasing $b_{r}$ if necessary),

$$
\begin{equation*}
\mu_{F_{r}}^{*}\left(\left\{\left(G_{1}, \ldots, G_{r-1}, F_{r}\right) \in \mathcal{F}^{*}\left(F_{r}\right): d\left(G_{1}, F_{-}\right)<\rho\right\}\right) \leqslant c_{r} \rho^{b_{r}} \tag{15.4}
\end{equation*}
$$

for any $F_{-} \in \operatorname{Gr}(r-1, d)$ and $\rho>0$ (because $G_{1}$ is allowed to vary in a domain whose dimension is strictly greater than $\left.\operatorname{dim} F_{-}\right)$.
15.2. Spreading out operators. Let $\delta_{\left(x, x^{\prime}\right)}$ denote the Dirac mass at a point $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$, and $\tau: E_{r}\left(\varepsilon_{r}\right)^{2} \rightarrow[0,1]$ be a continuous symmetric function such that

$$
\begin{align*}
\tau & \equiv 1 \text { on } E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime}\right) \times E_{r}\left(2 \varepsilon_{r}^{\prime \prime}\right) \cup E_{r}\left(2 \varepsilon_{r}^{\prime \prime}\right) \times E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime}\right) \\
\tau & \equiv 0 \text { outside } E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right) \times E_{r}\left(3 \varepsilon_{r}^{\prime \prime}\right) \cup E_{r}\left(3 \varepsilon_{r}^{\prime \prime}\right) \times E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right) \tag{15.5}
\end{align*}
$$

See Figure 10. Then

$$
\begin{equation*}
\tilde{q}_{r, x, x^{\prime}}=\left(1-\tau\left(F_{r}, F_{r}^{\prime}\right)\right) \delta_{\left(x, x^{\prime}\right)}+\tau\left(F_{r}, F_{r}^{\prime}\right) \mu_{F_{r}}^{*} \times \mu_{F_{r}^{\prime}}^{*}, \tag{15.6}
\end{equation*}
$$

defines a probability measure on $\mathcal{F}\left(F_{r}\right) \times \mathcal{F}\left(F_{r}^{\prime}\right) \subset E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ depending continuously on $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$. The spreading out operator is the corresponding continuous Markov operator

$$
\begin{equation*}
\widetilde{\mathcal{Q}}_{r}: \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right), \quad \widetilde{\mathcal{Q}}_{r} \tilde{\psi}\left(x, x^{\prime}\right)=\int_{\mathcal{F}\left(F_{r}\right) \times \mathcal{F}\left(F_{r}^{\prime}\right)} \tilde{\psi} d \tilde{q}_{r, x, x^{\prime}} \tag{15.7}
\end{equation*}
$$

It is clear from the definition that $\widetilde{\mathcal{Q}}_{r}$ is a lift of the identity relative to $(f, f)$, meaning that

$$
\begin{equation*}
\widetilde{\mathcal{Q}}_{r}(\tilde{\psi} \circ(f, f))=\tilde{\psi} \circ(f, f) \text { for every } \psi \in \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)^{2}\right) \tag{15.8}
\end{equation*}
$$

where $f: \mathcal{F}(r, d) \rightarrow \operatorname{Gr}(r, d)$ denotes the forgetfulness map

$$
\begin{equation*}
\left(F_{1}, \ldots, F_{r}\right) \mapsto F_{r} \tag{15.9}
\end{equation*}
$$

Since $\tau$ is assumed to be symmetric, we also have that $\widetilde{\mathcal{Q}}_{r}$ preserves the space of symmetric functions.


Figure 10. Illustrating the spreading out construction. The black dot at the center marks the point $(E, E)$. The dashed lined represents the boundary between the $\nu_{k}^{(n)}$-core and the $\nu_{k}^{(n)}$-border of $E_{1}\left(\varepsilon_{1}\right)$. On the dark gray area we do full averaging. No averaging is needed on the white area. On the light gray area we interpolate between the two. In the cut-off region $E^{\diamond}\left(\varepsilon_{r}, 2 \varepsilon_{r}^{\prime \prime}\right)^{2}$, where $\Psi_{k, r} \equiv \log \Omega_{r}$, averaging is innocuous.

For each fixed $\vec{\omega}$, denote by $\widetilde{\mathcal{Q}}_{r} \Psi_{r}(\cdot, \cdot ; \vec{\omega})$ the image of $\Psi_{r}(\cdot, \cdot ; \vec{\omega})$ under the operator $\widetilde{\mathcal{Q}}_{r}$. Since $\Psi_{r}(\cdot, \cdot ; \vec{\omega})$ is symmetric, by (13.24) and (13.25), the function $\widetilde{\mathcal{Q}}_{r} \Psi_{r}(\cdot, \cdot ; \vec{\omega})$ is also symmetric.

Proposition 15.1. There exist $K_{r}=K_{r}\left(\nu_{\infty}\right)>0$ and $\Omega_{r}=\Omega_{r}\left(\nu_{\infty}, \delta, n\right)>1$ such that for every $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$ with $\omega_{r}<\varepsilon_{r}^{\prime \prime \prime}$,
(i) $\widetilde{\mathcal{Q}}_{r} \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)=\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)$ if $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime} / 2\right)^{2}$;
(ii) $\widetilde{\mathcal{Q}}_{r} \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right) \leqslant \log \Omega_{r}+K_{r} \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+K_{r}$ if $\left(x, x^{\prime}\right) \notin E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}$.
(iii) $\widetilde{\mathcal{Q}}_{r} \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right) \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+K_{r}$ if $\left(x, x^{\prime}\right) \notin E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime} / 2\right)^{2}$.

The constants $K_{r}$ and $\Omega_{r}$ are determined in (15.27) below. The proof of this proposition occupies the remainder of the present section. The first step is the following elementary lemma:

Lemma 15.2. Let $a, b>0$ and $(Z, \theta)$ be a probability space. Let $f: Z \rightarrow(0, \infty)$ be a measurable function such that $\theta\left(Z \backslash Z_{\tau}\right) \leqslant \tau$ for every $\tau \in(0,1]$, where $Z_{\tau}$ denotes the subset of points $z \in Z$ such that

$$
\begin{equation*}
f(z) \geqslant a \tau^{b} \tag{15.10}
\end{equation*}
$$

Then

$$
\int_{Z} \log \left(\Omega+f(z)^{-1}\right) d \theta(z) \leqslant \log \left(\Omega+a^{-1}\right)+10 b
$$

Proof. Define $q(z)=f(z) a^{-1}$. The assumption means that $q(z) \geqslant \tau^{b}$ for every $z \in Z_{\tau}$. Then, by (9.1) and (9.2),

$$
\begin{aligned}
\log \left(\Omega+f(z)^{-1}\right) & \leqslant \log \left(\Omega+a^{-1}\right)+\max \left\{0, \log q(z)^{-1}\right\} \\
& \leqslant \log \left(\Omega+a^{-1}\right)-b \log \tau
\end{aligned}
$$

for every $z \in Z_{\tau}$. In particular,

$$
\int_{Z_{\tau} \backslash Z_{e \tau}}\left(\log \left(\Omega+f(z)^{-1}\right)-\log \left(\Omega+a^{-1}\right)\right) d \theta(x) \leqslant-e \tau b \log \tau
$$

Considering $\tau=e^{-j}$ and summing over all $j$, we get

$$
\int_{Z}\left(\log \left(\Omega+f(z)^{-1}\right)-\log \left(\Omega+a^{-1}\right)\right) d \theta(x) \leqslant e b \sum_{j=1}^{\infty} j e^{-j}
$$

which implies the claim.
Keep in mind that we write $x=\left(F_{1}, \ldots, F_{r-1}, F_{r}\right)$ and $x^{\prime}=\left(F_{1}^{\prime}, \ldots, F_{r-1}^{\prime}, F_{r}^{\prime}\right)$. We use $y=\left(G_{1}, \ldots, G_{r-1}, F_{r}\right)$ and $y^{\prime}=\left(G_{1}^{\prime}, \ldots, G_{r-1}^{\prime}, F_{r}^{\prime}\right)$ to denote the generic elements of $\mathcal{F}\left(F_{r}\right)$ and $\mathcal{F}\left(F_{r}^{\prime}\right)$, respectively.
Lemma 15.3. There exist $c_{r}^{\prime}=c_{r}^{\prime}\left(\mu_{\infty}, \delta, n\right)>0, c_{r}^{\prime \prime}=c_{r}^{\prime \prime}\left(\mu_{\infty}, \delta, n\right)>0, \alpha_{r}^{\prime}=$ $\alpha_{r}^{\prime}\left(\nu_{\infty}\right)>0$, and $\alpha_{r}^{\prime \prime}=\alpha_{r}^{\prime \prime}\left(\nu_{\infty}\right)>0$ such that for any $\tau \in(0,1], x \in \mathcal{F}(r, d)$, $x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right)$, and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right)$ with $\omega_{j} \in\left(0, \varepsilon_{j}^{\prime \prime \prime}\right)$ for $j=1, \ldots, r$ :
(i) For every $y^{\prime}$ in a set $X_{\tau}^{\prime} \subset \mathcal{F}^{*}\left(F_{r}^{\prime}\right)$ with $\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash X_{\tau}^{\prime}\right)<\tau$,

$$
\begin{equation*}
-\log \psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) \leqslant-\gamma_{r} \log d\left(G_{1}^{\prime}, F_{r}\right)+c_{r}^{\prime}-\alpha_{r}^{\prime} \log \tau \tag{15.11}
\end{equation*}
$$

(ii) For every $y^{\prime}$ in a set $X_{\tau}^{\prime \prime} \subset \mathcal{F}^{*}\left(F_{r}^{\prime}\right)$ with $\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash X_{\tau}^{\prime \prime}\right)<\tau$,

$$
\begin{equation*}
-\log \psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) \leqslant-\gamma_{r} \log d\left(F_{r}^{\prime}, F_{r}\right)+c_{r}^{\prime \prime}-\alpha_{r}^{\prime \prime} \log \tau \tag{15.12}
\end{equation*}
$$

Proof. By assumption, $x^{\prime} \notin E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime} / 2\right)$, that is, $F_{r}^{\prime} \notin E_{r}\left(\varepsilon_{r}^{\prime} / 2\right)$. Thus,

$$
d\left(G_{1}^{\prime}, E\right) \geqslant \frac{1}{2} d\left(F_{r}^{\prime}, E\right)>\frac{1}{4} \varepsilon_{r}^{\prime}
$$

for any $y^{\prime} \in \mathcal{F}^{*}\left(F_{r}^{\prime}\right)$. Consequently, recalling (12.2),

$$
\operatorname{SVA}_{r}\left(x, y^{\prime} ; \omega_{r}\right) \geqslant \operatorname{VA}_{r}\left(x, y^{\prime}\right)=d\left(F_{r}+G_{1}^{\prime}, E\right) \geqslant d\left(G_{1}^{\prime}, E\right)>\frac{1}{4} \varepsilon_{r}^{\prime}
$$

for any $y^{\prime} \in \mathcal{F}\left(F_{r}^{\prime}\right)$. Therefore, using (12.13),

$$
\begin{aligned}
-\log \operatorname{SVP}_{r}\left(x, y^{\prime} ; \omega_{r}\right) & \leqslant-\log \mathrm{VP}_{r}\left(x, y^{\prime}\right) \\
& \leqslant-\gamma_{r} \log d\left(F_{r-1}+G_{1}^{\prime}, F_{r}\right)-\log \left(\varepsilon_{r}^{\prime} / 4\right) \\
& \leqslant-\gamma_{r} \log d\left(G_{1}^{\prime}, F_{r}\right)-\log \left(\varepsilon_{r}^{\prime} / 4\right)
\end{aligned}
$$

for any $y^{\prime} \in \mathcal{F}\left(F_{r}^{\prime}\right)$ (keep in mind that $d(\cdot, \cdot)$ is a distance restricted to $\operatorname{Gr}(r, d)$ ). In particular, (15.13) contains the case $r=1$ of the claim (i):

$$
\begin{equation*}
-\log \psi_{1}\left(x, x^{\prime} ; \omega_{1}\right)=-\log \operatorname{SVP}_{1}\left(x, x^{\prime} ; \omega_{1}\right) \leqslant-\gamma_{1} \log d\left(y^{\prime}, x\right)+c_{1}^{\prime} \tag{15.14}
\end{equation*}
$$

with $c_{1}^{\prime}=-\log \left(\varepsilon_{1}^{\prime} / 4\right)$ and $\alpha_{1}^{\prime}=0\left(\right.$ and $\left.X_{\tau}^{\prime}=\mathcal{F}^{*}\left(x^{\prime}\right)=\left\{x^{\prime}\right\}\right)$.
Now let $r>1$. By induction, given $y_{-}^{\prime}=\left(G_{1}^{\prime}, \ldots, G_{r-1}^{\prime}\right)$ in $E_{r-1}^{\diamond}\left(\varepsilon_{r-1}, \varepsilon_{r-1}^{\prime} / 2\right)$, one has
(15.15) $\quad-\log \psi_{r-1}\left(x_{-}, z^{\prime} ; \vec{\omega}_{-}\right) \leqslant-\gamma_{r-1} \log d\left(H_{1}^{\prime}, F_{r-1}\right)+c_{r-1}^{\prime}-\alpha_{r-1}^{\prime} \log (\tau / 2)$ for every $z^{\prime}=\left(H_{1}^{\prime}, \ldots, H_{r-2}^{\prime}, G_{r-1}^{\prime}\right)$ in a set $Z^{\prime} \subset \mathcal{F}^{*}\left(G_{r-1}^{\prime}\right)$ with

$$
\mu_{G_{r-1}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(G_{r-1}^{\prime}\right) \backslash Z^{\prime}\right)<\tau / 2
$$

Integrating this estimate over all admissible $G_{r-1}^{\prime}$, we find that

$$
\begin{equation*}
-\log \psi_{r-1}\left(x_{-}, y_{-}^{\prime} ; \vec{\omega}_{-}\right) \leqslant-\gamma_{r-1} \log d\left(G_{1}^{\prime}, F_{r-1}\right)+c_{r-1}^{\prime}-\alpha_{r-1}^{\prime} \log (\tau / 2) \tag{15.16}
\end{equation*}
$$
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for every $y^{\prime}$ in a set $Y^{\prime} \subset \mathcal{F}^{*}\left(F_{r}^{\prime}\right)$ with

$$
\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash Y^{\prime}\right)<\tau / 2 .
$$

On the other hand, taking $\tau=2 c_{r} \rho^{b_{r}}$ and $F_{-}=F_{r-1}$ in (15.4), we find that

$$
\begin{equation*}
-\log d\left(G_{1}^{\prime}, F_{r-1}\right) \leqslant \frac{1}{b_{r}}\left(-\log \tau+\log c_{r}\right) \tag{15.17}
\end{equation*}
$$

for every $y^{\prime}$ in a set $Y^{\prime \prime} \subset \mathcal{F}^{*}\left(F_{r}^{\prime}\right)$ with

$$
\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash Y^{\prime \prime}\right)<\tau / 2 .
$$

Define $X_{\tau}^{\prime}=Y^{\prime} \cap Y^{\prime \prime}$. Then $\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash X_{\tau}^{\prime}\right)<\tau$ and, by (15.16) and (15.17),

$$
\begin{equation*}
-\log \psi_{r-1}\left(x_{-}, y_{-}^{\prime} ; \vec{\omega}-\right) \leqslant \tilde{c}_{r}-\tilde{\alpha}_{r} \log \tau \tag{15.18}
\end{equation*}
$$

for every $y^{\prime} \in X_{\tau}^{\prime}$, with

$$
\begin{equation*}
\tilde{c}_{r}=\frac{\gamma_{r-1}}{b_{r}} \log c_{r}+c_{r-1}^{\prime}+\alpha_{r}^{\prime} \log 2 \text { and } \tilde{\alpha}_{r}=\frac{\gamma_{r-1}}{b_{r}}+\alpha_{r-1}^{\prime} \tag{15.19}
\end{equation*}
$$

Combining (15.13) and (15.18), we find that

$$
\begin{align*}
-\log \psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) & =-\beta_{r-1} \log \psi_{r-1}\left(x_{-}, y_{-}^{\prime} ; \vec{\omega}_{-}\right)-\log \operatorname{SVP}_{r}\left(x, y^{\prime} ; \omega_{r}\right)  \tag{15.20}\\
& \leqslant \beta_{r-1}\left(\tilde{c}_{r}-\tilde{\alpha}_{r} \log \tau\right)-\gamma_{r} \log d\left(G_{1}^{\prime}, F_{r}\right)-\log \left(\varepsilon_{r}^{\prime} / 4\right)
\end{align*}
$$

for every $y^{\prime}$ in $X^{\prime \prime}$. This proves the claim (ii), with

$$
\begin{equation*}
c_{r}^{\prime}=\beta_{r-1} \tilde{c}_{r}-\log \left(\varepsilon_{r}^{\prime} / 4\right) \text { and } \alpha_{r}^{\prime}=\beta_{r-1} \tilde{\alpha}_{r} \tag{15.21}
\end{equation*}
$$

Now we deduce the claim (ii). By part (i), there exists $X^{\prime} \subset \mathcal{F}\left(F_{r}^{\prime}\right)$ such that $\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash X^{\prime}\right)<\tau / 2$ and

$$
\begin{equation*}
-\log \psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) \leqslant-\gamma_{r} \log \left(G_{1}^{\prime}, F_{r}\right)+c_{r}^{\prime}-\alpha_{r}^{\prime} \log (\tau / 2) \tag{15.22}
\end{equation*}
$$

for every $y^{\prime} \in X^{\prime}$. Taking $\tau=2 c_{r} \rho^{b_{r}}$ and $F=F_{r}^{\prime}$ in (15.3), we get that

$$
\begin{align*}
-\log d\left(G_{1}^{\prime}, F_{r}\right) & \leqslant-\log d\left(F_{r}^{\prime}, F_{r}\right)-\log \rho \\
& =-\log d\left(F_{r}^{\prime}, F_{r}\right)+\frac{1}{b_{r}}\left(\log 2 c_{r}-\log \tau\right) \tag{15.23}
\end{align*}
$$

for every $y^{\prime}$ in a set $Y \subset \mathcal{F}\left(F_{r}^{\prime}\right)$ with $\mu_{r}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash Y\right)<\tau / 2$. Define $X_{\tau}^{\prime \prime}=X^{\prime} \cap Y$. Then $\mu_{F_{r}^{\prime}}^{*}\left(\mathcal{F}^{*}\left(F_{r}^{\prime}\right) \backslash X_{\tau}^{\prime \prime}\right)<\tau$ and the relations (15.22) and (15.23) imply that (15.12) holds for every $y^{\prime} \in X_{\tau}^{\prime \prime}$, with

$$
\begin{equation*}
c_{r}^{\prime \prime}=c_{r}^{\prime}+\frac{\gamma_{r}}{b_{r}} \log 2 c_{r}+\alpha_{r}^{\prime} \log 2 \text { and } \alpha_{r}^{\prime \prime}=\alpha_{r}+\frac{\gamma_{r}}{b_{r}} \tag{15.24}
\end{equation*}
$$

This completes the proof of the lemma.
Corollary 15.4. There exist $K_{r}=K_{r}\left(\nu_{\infty}\right)>0$ and $\Omega_{r}=\Omega_{r}\left(\nu_{\infty}, \delta, n\right)>1$ such that for all $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ such that $x \notin E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime} / 2\right)$ or $x^{\prime} \notin E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime} / 2\right)$, and for all $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{r}\right) \in \mathbb{R}_{+}^{d}$ with $\omega_{r}<\varepsilon_{r}^{\prime \prime \prime}$,

$$
\begin{equation*}
\int_{\mathcal{F}\left(F_{r}^{\prime}\right)} \Psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) d \mu_{F_{r}^{\prime}}^{*}\left(y^{\prime}\right) \text { and } \int_{\mathcal{F}\left(F_{r}\right)} \Psi_{r}\left(y, x^{\prime} ; \vec{\omega}\right) d \mu_{F_{r}}^{*}(y) \tag{15.25}
\end{equation*}
$$

are both bounded above by $\log \Omega_{r}+K_{r}$.

Proof. Since the function $\Psi_{r}(\cdot, \cdot ; \vec{\omega})$ is symmetric, it suffices to consider the first integral in (15.25). Initially, suppose that $x \notin E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)$ and $x^{\prime} \notin E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)$. Then $\Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)=\log \Omega_{r}$ and, in fact, $\Psi_{r}(\cdot, \cdot ; \vec{\omega}) \equiv \log \Omega_{r}$ on $\mathcal{F}\left(F_{r}\right) \times \mathcal{F}\left(F_{r}^{\prime}\right)$. Hence the integral is equal to $\log \Omega_{r}$, and so the claim is trivial in this case.

From now on, let us assume that some of the points $x$ and $x^{\prime}$ is in $E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)$. Since the other is necessarily outside $E_{r}^{\diamond}\left(\varepsilon^{\prime} / 2\right)$, by hypothesis, it follows that

$$
\begin{equation*}
d\left(F_{r}, F_{r}^{\prime}\right) \geqslant \varepsilon_{r}^{\prime} / 2-2 \varepsilon_{r}^{\prime \prime} \tag{15.26}
\end{equation*}
$$

We are going to apply Lemma 15.2 to

$$
\begin{aligned}
Z=\mathcal{F}\left(F_{r}^{\prime}\right), \quad \theta=\mu_{F_{r}^{\prime}}^{*}, \quad \Omega=\Omega_{r} \\
f\left(y^{\prime}\right)=\psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right), \quad a=d\left(F_{r}, F_{r}^{\prime}\right)^{\gamma_{r}} e^{-c_{r}^{\prime \prime}}, \text { and } b=\alpha_{r}^{\prime \prime}
\end{aligned}
$$

The assumption (15.10) of Lemma 15.2 corresponds precisely to part (ii) of the conclusion of Lemma 15.3: given any $\tau \in(0,1]$,

$$
-\log \psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) \leqslant-\gamma_{r} \log d\left(F_{r}^{\prime}, F_{r}\right)+c_{r}^{\prime \prime}-\alpha_{r}^{\prime \prime} \log \tau
$$

for every $y^{\prime}$ in a set $Z_{\tau}^{\prime \prime} \subset Z$ with $q_{r, x^{\prime}}\left(Z \backslash Z_{\tau}^{\prime \prime}\right)<\tau$. The conclusion of Lemma 15.2 asserts that

$$
\begin{aligned}
\int_{\mathcal{F}\left(F_{r}^{\prime}\right)} \Psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) d \mu_{F_{r}^{\prime}}^{*}\left(y^{\prime}\right) & =\int_{\mathcal{F}\left(F_{r}^{\prime}\right)} \log \left(\Omega_{r}+\psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right)^{-1}\right) d \mu_{F_{r}^{\prime}}^{*}\left(y^{\prime}\right) \\
& \leqslant \log \left(\Omega_{r}+e^{c_{r}^{\prime \prime}} d\left(F_{r}, F_{r}^{\prime}\right)^{-\gamma_{r}}\right)+10 \alpha_{r}^{\prime \prime}
\end{aligned}
$$

Define

$$
\begin{equation*}
\Omega_{r}=e^{c_{r}^{\prime \prime}}\left(\varepsilon_{r}^{\prime} / 2-2 \varepsilon_{r}^{\prime \prime}\right)^{-\gamma_{r}} \text { and } K_{r}=10 \alpha_{r}^{\prime \prime}+\log 2 \tag{15.27}
\end{equation*}
$$

Replacing (15.26) in the previous inequality we find that

$$
\begin{aligned}
\int_{\mathcal{F}\left(F_{r}^{\prime}\right)} \Psi_{r}\left(x, y^{\prime} ; \vec{\omega}\right) d \mu_{F_{r}^{\prime}}^{*}\left(y^{\prime}\right) & \leqslant \log \left(\Omega_{r}+e^{c_{r}^{\prime \prime}}\left(\varepsilon_{r}^{\prime} / 2-2 \varepsilon_{r}^{\prime \prime}\right)^{-\gamma_{r}}\right)+10 \alpha_{r}^{\prime \prime} \\
& \leqslant \log \Omega_{r}+K_{r}
\end{aligned}
$$

as claimed.
Proof of Proposition 15.1. It follows immediately from the definitions (15.5) and (15.6) that $\widetilde{\mathcal{Q}}_{r} \Psi_{r}=\Psi_{r}$ outside $E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right) \times E_{r}^{\diamond}\left(3 \varepsilon_{r}^{\prime \prime}\right) \cup E_{r}^{\diamond}\left(3 \varepsilon_{r}^{\prime \prime}\right) \times E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right)$ This contains part (i) of the proposition. We also have that $\widetilde{\mathcal{Q}}_{r} \Psi_{r}=\Psi_{r}=\log \Omega_{r}$ on the cut-off region $E_{r}^{\diamond}\left(\varepsilon_{r}, 2 \varepsilon_{r}^{\prime \prime}\right)^{2}$. Thus (check Figure 10), to complete the proof of part (ii) we only have to consider the case when $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{1}^{\prime}\right) \times E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right) \cup$ $E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right) \times E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime}\right)$. In this case $\tilde{q}_{r, r, x^{\prime}}=\mu_{F_{r}}^{*} \times \mu_{F_{r}^{\prime}}^{*}$, and so Corollary 15.4 gives that

$$
\begin{aligned}
\widetilde{\mathcal{Q}}_{r} \Psi_{r}\left(x, x^{\prime} ; \omega\right) & =\int_{\mathcal{F}\left(F_{r}\right)} \int_{\mathcal{F}\left(F_{r}^{\prime}\right)} \Psi_{r}\left(u, u^{\prime} ; \vec{\omega}\right) d \mu_{F_{r}^{\prime}}^{*}\left(u^{\prime}\right) d \mu_{F_{r}}^{*}(u) \\
& \leqslant \int_{\mathcal{F}\left(F_{r}\right)}\left(\log \Omega_{r}+K_{r}\right) d \mu_{F_{r}}^{*}(u)=\log \Omega_{r}+K_{r} .
\end{aligned}
$$

This proves the first inequality in part (ii). The second one is an immediate consequence of the definition of $\Psi_{r}$.

We are left to proving part (iii) of the proposition. Combining the definition (15.6) with Corollary 15.4, we see that

$$
\begin{align*}
\int_{\mathcal{F}\left(F_{r}\right) \times \mathcal{F}\left(F_{r}^{\prime}\right)} & \Psi_{r}\left(u, u^{\prime} ; \vec{\omega}\right) d \tilde{q}_{r, x, x^{\prime}}\left(u, u^{\prime}\right) \\
& \leqslant\left(1-\tau\left(F_{r}, F_{r}^{\prime}\right)\right) \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+\tau\left(F_{r}, F_{r}^{\prime}\right)\left(\log \Omega_{r}+K_{r}\right)  \tag{15.28}\\
& \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+\tau\left(F_{r}, F_{r}^{\prime}\right) K_{r} \leqslant \Psi_{r}\left(x, x^{\prime} ; \vec{\omega}\right)+K_{r},
\end{align*}
$$

as claimed.
Corollary 15.5. For any $\delta>0, n \geqslant N_{r}$, the following holds for any $k \geqslant \check{k}_{r}$ :
(i) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position with $\Psi_{k, r}\left(x, x^{\prime}\right)>\log \Omega_{r}$,

$$
\int_{G} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)+C_{r}^{\prime \prime} n+K_{r}
$$

(ii) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ in general position satisfying $\Psi_{k, r}\left(x, x^{\prime}\right)>\log \Omega_{r}$, $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{k, r}$, and $\mathrm{VA}_{r}\left(x^{\prime}, x\right) \geqslant \omega_{k, r}$,

$$
\int_{G} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)+C_{r}^{\prime \prime} \delta n+K_{r} .
$$

(iii) For any $x, x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime \prime}\right)$ in general position satisfying $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{k, r}$ and $\mathrm{VA}_{r}\left(x^{\prime}, x\right) \geqslant \omega_{k, r}$,

$$
\int_{G} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)-\left(\kappa_{r}^{\prime \prime}-C_{r}^{\prime \prime} \delta\right) n .
$$

Proof. Parts (i) and (iii) of Proposition 15.1 imply that

$$
\widetilde{\mathcal{Q}}_{r} \Psi_{r}\left(x, x^{\prime}\right) \leqslant \Psi_{r}\left(x, x^{\prime}\right)+K_{r} \text { for every }\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}
$$

Then the claims in parts (i) and (ii) of the corollary follow immediately from the corresponding statements in Proposition 14.1. In the context of part (iii) of the corollary, we even have that $\widetilde{\mathcal{Q}}_{r} \Psi_{r}\left(x, x^{\prime}\right)=\Psi_{r}\left(x, x^{\prime}\right)$, and so the claim corresponds exactly to part (iii) of Proposition 14.1.

## 16. Recoupling and conclusion

By induction, there are constants $\varepsilon_{r}>0$ and $n_{r} \in \mathbb{N}$, continuous Markov operators

$$
\begin{equation*}
\mathcal{T}_{k, r}: \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right) \rightarrow \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right), \quad \mathcal{T}_{k, r} \varphi\left(F_{r}\right)=\int_{E_{r}\left(\varepsilon_{r}\right)} \psi d \sigma_{k, r, F_{r}} \tag{16.1}
\end{equation*}
$$

adapted to $\left(\nu_{k}, E_{r}\left(\varepsilon_{r}\right)\right)$, and $\mathcal{T}_{k, r}$-invariant probability measures $\eta_{k, r}$ on $E_{r}\left(\varepsilon_{r}\right)$ such that the sequence $\eta_{\infty, r}=\lim _{k} \eta_{k, r}$ exists and satisfies $\eta_{\infty, r}\left(E_{r}\right)>0$. Up to "localizing" the Markov operators as described in Section 6.5, if necessary, we may assume that $\varepsilon_{r}>0$ is small enough that

$$
\begin{equation*}
\eta_{\infty, r}\left(E_{r}\left(\varepsilon_{r}\right) \backslash E_{r}\right)<\frac{1}{10} \eta_{k, r}\left(E_{r}\right) \tag{16.2}
\end{equation*}
$$

Then, for every $k$ sufficiently large,

$$
\begin{equation*}
\eta_{k, r}\left(E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime \prime \prime}\right)\right)<\frac{2}{10} \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right) \tag{16.3}
\end{equation*}
$$

We are going to show that this leads to a contradiction when $\operatorname{dim} E=r$, and to recover all this information for $r+1$ when $\operatorname{dim} E>r$.
16.1. Markov operators on flag varieties. Let $k$ and $r$ be fixed. We are going to extend $\mathcal{T}_{k, r}$ to a suitable Markov operator $\mathcal{T}_{k, r}^{\diamond}$ in the space of flags, as follows.

The first step is to find a suitable lift of $\sigma_{k, r, x}$ to a probability measure on the group $G=\operatorname{GL}\left(\mathbb{R}^{d}\right)$. For each $F_{r} \in \operatorname{Gr}(r, d)$ define

$$
\mathfrak{E}_{F_{r}}: G \rightarrow \operatorname{Gr}(r, d), \quad g \mapsto g F_{r} .
$$

Lemma 16.1. There exists a continuous family $\left\{\mu_{k, r, F_{r}}: F_{r} \in E_{r}\left(\varepsilon_{r}\right)\right\}$ of probability measures on $G$ such that $\left(\mathfrak{E}_{F_{r}}\right)_{*} \mu_{k, r, F_{r}}=\sigma_{k, r, F_{r}}$ for every $F_{r} \in E_{r}\left(\varepsilon_{r}\right)$.
Proof. Write $\mathbb{R}^{d}=E \oplus E^{\perp}$. Every $F \in E_{r}\left(\varepsilon_{r}\right)$ is the graph of a linear map $u_{F}: E \rightarrow E^{\perp}$. Define

$$
h_{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad v^{E}+v^{\perp} \mapsto v^{E}+\left(v^{\perp}+u_{F}\left(v^{E}\right)\right)
$$

Then $F \mapsto h_{F}$ is a continuous injective map from $E_{r}\left(\varepsilon_{r}\right)$ to $G=$ with $h_{F}(E)=F$. For each fixed $F_{r} \in E_{r}\left(\varepsilon_{r}\right)$, define

$$
\mathfrak{L}_{F_{r}}: E_{r}\left(\varepsilon_{r}\right) \rightarrow G, \quad F \mapsto h_{F} \circ h_{F_{r}}^{-1}
$$

Then $\mathfrak{L}_{F_{r}}$ is a continuous injection and a right-inverse of $\mathfrak{E}_{F_{r}}$ :

$$
\begin{equation*}
\mathfrak{E}_{F_{r}}\left(\mathfrak{L}_{F_{r}}(F)\right)=\mathfrak{L}_{F_{r}}(F) F_{r}=\left(h_{F} \circ h_{F_{r}}^{-1}\right)\left(F_{r}\right)=h_{F}(E)=F \tag{16.4}
\end{equation*}
$$

for every $F \in E_{r}\left(\varepsilon_{r}\right)$. Define $\mu_{k, r, F_{r}}=\left(\mathfrak{L}_{F_{r}}\right)_{*} \sigma_{k, r, F_{r}}$. It is clear that this varies continuously with $F_{r}$. The claim in the lemma follows directly from (16.4).

Since $\mathcal{T}_{k, r}$ is adapted to $\left(\nu_{k}^{(n)}, E_{r}\left(\varepsilon_{r}\right)\right)$, there exists a neighborhood $V$ of the $\nu_{k}^{(n)}$ core of $E_{r}\left(\varepsilon_{r}\right)$ such that $\sigma_{k, r, F_{r}}$ coincides with $\nu_{k, F_{r}}^{(n)}=\left(\mathfrak{E}_{F_{r}}\right)_{*} \nu_{k}^{(n)}$ for every $F_{r} \in V$. Let $\tau: E_{r}\left(\varepsilon_{r}\right) \rightarrow[0,1]$ be a continuous function vanishing on a neighborhood $U \subset V$ of the $\nu_{k}^{(n)}$-core of $E_{r}\left(\varepsilon_{r}\right)$, and constant equal to 1 outside $U$. Define

$$
\nu_{k, r, F_{r}}=\left(1-\tau\left(F_{r}\right)\right) \nu_{k}^{(n)}+\tau\left(F_{r}\right) \mu_{k, r, F_{r}} .
$$

Observe that $\left(\mathfrak{E}_{F_{r}}\right)_{*} \nu_{k, r, F_{r}}=\sigma_{k, r, F_{r}}$ for all $F_{r} \in E_{r}\left(\varepsilon_{r}\right)$, and so the operator $\mathcal{T}_{k, r}$ : $\mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right) \rightarrow \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right)$ may be rewritten as

$$
\mathcal{T}_{k, r} \psi\left(F_{r}\right)=\int_{G} \psi\left(g F_{r}\right) d \nu_{k, r, F_{r}}(g) .
$$

We extend this to

$$
\begin{equation*}
\mathcal{T}_{k, r}^{\diamond}: \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right), \quad \mathcal{T}_{k, r}^{\diamond} \psi(x)=\int_{G} \psi(g x) d \nu_{k, r, F_{r}}(g) \tag{16.5}
\end{equation*}
$$

where $x=\left(F_{1}, \ldots, F_{r}\right)$ and $g x=\left(g F_{1}, \ldots, g F_{r}\right)$. It is clear that $\mathcal{T}_{k, r}^{\diamond}$ projects to $\mathcal{T}_{k, r}$ under the forgetfulness map (15.9). Let $\eta_{k, r}^{\diamond}$ be a $\mathcal{T}_{k, r}^{\diamond}$-invariant probability measure projecting to $\eta_{k, r}$.
16.2. Recoupling. We move to construct suitable self-couplings for the Markov operators $\mathcal{T}_{k, r}^{\diamond}$. Begin by writing the definition in (16.5) as

$$
\begin{equation*}
\mathcal{T}_{k, r}^{\diamond} \psi(x)=\int_{E_{\stackrel{~}{r}}^{\diamond}\left(\varepsilon_{r}\right)} \psi d \sigma_{k, r, x}^{\diamond} \text { for } \psi \in \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right) \tag{16.6}
\end{equation*}
$$

where $\sigma_{k, r, x}^{\diamond}$ is the push-forward of $\nu_{k, r, F_{r}}$ under the map $G \rightarrow \mathcal{F}(r, d), g \mapsto g x$. By construction, $\sigma_{k, r, x}^{\diamond}$ coincides with the push-forward $\nu_{k, r, x}^{(n)}$ of $\nu_{k}^{(n)}$ whenever $F_{r}$ is in the neighborhood $U$ of $\nu_{k}^{(n)}$-core of $E_{r}\left(\varepsilon_{r}\right)$. We denote by $\nu_{k, r, x, x}^{(n)}$ the push-forward of $\nu_{k}^{(n)}$ under the diagonal embedding $G \rightarrow \mathcal{F}(r, d)^{2}, g \mapsto\left(g x, g x^{\prime}\right)$.

Consider $X=X^{\prime}=E_{r}^{\diamond}\left(\varepsilon_{r}\right), Y=Y^{\prime}=E_{r}^{\diamond}\left(\varepsilon_{r}\right)$, and $\eta_{y}=\eta_{y}^{\prime}=\sigma_{k, r, y}^{\diamond}$ for every $y \in Y$. Let $K$ be the (compact) subset $\operatorname{Diag}_{r}$ of pairs $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ which are not in general position, that is, such that either $F_{1}^{\prime} \subset F_{r}$ or $F_{1} \subset F_{r}^{\prime}$. It is clear that $K\left(x^{\prime}\right)$ and $K^{\prime}(x)$ are algebraic subvarieties of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$, and so

$$
\sigma_{k, r, y}^{\diamond}\left(K\left(x^{\prime}\right)\right)=\sigma_{k, r, y}^{\diamond}\left(K^{\prime}(x)\right)=\{0\}
$$

for every $x, x^{\prime}$ and $y$. This means that (6.10) holds in this setting, and so we may use Proposition 6.9 to find a continuous family

$$
\left\{\tilde{\theta}_{k, r, x, x^{\prime}}:\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right\}
$$

of generic probability measures on $E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ such that each $\theta_{k, r, x, x^{\prime}}$ is a coupling of $\sigma_{k, r, x}^{\diamond}$ and $\sigma_{k, r, x^{\prime}}^{\diamond}$ vanishing on a uniform neighborhood of $\mathrm{Diag}_{r}$.

Let $\tilde{\omega}: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow[0,1]$ be a continuous function such that $\tilde{\omega}\left(x, x^{\prime}\right)=0$ if $F_{r}$ and $F_{r}^{\prime}$ are both in $E_{r}^{\diamond}\left(\tilde{\varepsilon}_{r}\right)$ and $\tilde{\omega}\left(x, x^{\prime}\right)=1$ if either of them is outside $\left.E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}\right)\right)$. Then

$$
\begin{equation*}
\tilde{\sigma}_{k, r, x, x^{\prime}}^{\diamond}=\left(1-\tilde{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, r, x, x^{\prime}}^{(n)}+\tilde{\omega}\left(x, x^{\prime}\right) \tilde{\theta}_{k, r, x, x^{\prime}} \tag{16.7}
\end{equation*}
$$

is a coupling of $\sigma_{k, r, x}^{\diamond}$ and $\sigma_{k, r, x^{\prime}}^{\diamond}$ depending continuously on $\left(x, x^{\prime}\right)$, and so

$$
\tilde{\mathcal{T}}_{k, r}^{\diamond}: \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right), \tilde{\mathcal{T}}_{k, r}^{\diamond} \tilde{\psi}\left(x, x^{\prime}\right)=\int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}} \tilde{\psi} d \tilde{\sigma}_{k, r, x, x^{\prime}}^{\diamond}
$$

is a continuous self-coupling of $\mathcal{T}_{k, r}^{\diamond}$. Just as we did for $r=1$, we must modify these operators, by recoupling the measures $\sigma_{k, r, x}^{\diamond}$ and $\sigma_{k, r, x^{\prime}}^{\diamond}$ in a suitable way on the region $E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right)^{2}$.

For $x \in E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right)$, it follows from (9.16) that the subset of $g \in \operatorname{supp} \nu_{k}^{(n)}$ such that $g x \in E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime}\right)$ is disjoint from the set $\mathcal{D}_{k}\left(F_{r}\right)$ given by Corollary 5.7. Hence,

$$
\begin{equation*}
\nu_{k, r, x}^{(n)}\left(E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime}\right)\right) \leqslant \nu_{k}^{(n)}\left(\mathcal{D}_{k}\left(F_{r}\right)^{c}\right)<\delta \text { for every } x \text { in } E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right) \tag{16.8}
\end{equation*}
$$

Note that $\sigma_{k, r, x}^{\diamond}=\nu_{k, r, x}^{(n)}$ if $F_{r}$ is in the $\nu_{k}^{(n)}$-core of $E_{r}\left(\varepsilon_{r}\right)$.
Take $X=X^{\prime}=E_{r}^{\diamond}\left(\varepsilon_{r}\right), Y=Y^{\prime}=E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right)^{2}$, and $\eta_{y}=\eta_{y}^{\prime}=\sigma_{k, r, y}^{\diamond}$ for every $y \in Y$. Moreover, let $K=E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2} \cup \operatorname{Diag}_{r}$. On the one hand, (16.8) implies that $\sigma_{k, r, y}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)\right)$ and $\sigma_{k, r, y}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)\right)$ are less than $\delta<1 / 2$ for every $y \in Y$. On the other hand,

$$
\begin{aligned}
\operatorname{Diag}_{r}\left(x^{\prime}\right) & =\left\{x \in E_{r}^{\diamond}\left(\varepsilon_{r}\right): F_{1}^{\prime} \subset F_{r} \text { or } F_{1} \subset F_{r}^{\prime}\right\} \text { and } \\
\operatorname{Diag}_{r}^{\prime}(x) & =\left\{x^{\prime} \in E_{r}^{\diamond}\left(\varepsilon_{r}\right): F_{1}^{\prime} \subset F_{r} \text { or } F_{1} \subset F_{r}^{\prime}\right\}
\end{aligned}
$$

are algebraic subvarieties of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$, and so they have zero $\sigma_{k, r, y}^{\diamond}$-measure for every $y \in Y$. These two observations show that

$$
K\left(x^{\prime}\right)=E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right) \cup \operatorname{Diag}_{r}\left(x^{\prime}\right) \text { and } K^{\prime}(x)=E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right) \cup \operatorname{Diag}_{r}^{\prime}(x)
$$

satisfy (6.10). So we may use Proposition 6.9 to find a continuous family

$$
\left\{\zeta_{k, r, x, x^{\prime}}:\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right)^{2}\right\}
$$

of generic probability measures on $E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ such that every $\zeta_{k, r, x, x^{\prime}}$ is a coupling of $\sigma_{k, r, x}^{\diamond}$ and $\sigma_{k, r, x^{\prime}}^{\diamond}$ vanishing on a uniform neighborhood of $\mathrm{Diag}_{r}$ and such that

$$
\begin{equation*}
\zeta_{k, r, x, x^{\prime}}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right)=0 \tag{16.9}
\end{equation*}
$$

Fix a continuous function $\tau: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow[0,1]$ such that $\tau \equiv 1$ on $E_{r}^{\diamond}\left(\tilde{\varepsilon}_{r}, 2 \varepsilon_{r}^{\prime \prime}\right)^{2}$ and $\tau \equiv 0$ on the complement of $E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right)^{2}$, and then define

$$
\begin{equation*}
\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}=\left(1-\tau\left(x, x^{\prime}\right)\right) \tilde{\sigma}_{k, r, x, x^{\prime}}^{\diamond}+\tau\left(x, x^{\prime}\right) \zeta_{k, r, x, x^{\prime}} \tag{16.10}
\end{equation*}
$$

for every $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$. Then $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}$ is a coupling of $\sigma_{k, r, x}^{\diamond}$ and $\sigma_{k, r, x^{\prime}}^{\diamond}$ depending continuously on ( $x, x^{\prime}$ ), and so

$$
\widehat{\mathcal{T}}_{k, r}^{\diamond}: \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right), \quad \widehat{\mathcal{T}}_{k, r}^{\diamond} \tilde{\psi}\left(x, x^{\prime}\right)=\int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}} \tilde{\psi} d \hat{\sigma}_{k, 1, x, x^{\prime}}^{\diamond}
$$

is another continuous self-coupling of $\mathcal{T}_{k, r}^{\diamond}$, coinciding with $\widetilde{\mathcal{T}}_{k, r}^{\diamond}$ outside the recoupling region $E_{r}^{\diamond}\left(2 \tilde{\varepsilon}_{r}, \varepsilon_{r}^{\prime \prime}\right)^{2}$.

Finally, define $\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}}: \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right) \rightarrow \mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)$ by $\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}}=\hat{\mathcal{T}}_{k, r}^{\diamond} \circ \widetilde{\mathcal{Q}}_{r}$, that is,

$$
\begin{equation*}
\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \tilde{\varphi}\left(x, x^{\prime}\right)=\int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}}\left(\widetilde{\mathcal{Q}}_{r} \tilde{\varphi}\right) d \hat{\sigma}_{k, 1, x, x^{\prime}}^{\diamond} \tag{16.11}
\end{equation*}
$$

Let $\pi_{i}: E_{r}\left(\varepsilon_{r}\right)^{2} \rightarrow E_{r}\left(\varepsilon_{r}\right)$ and $\pi_{i}^{\diamond}: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ denote the projections to the $i$ th factor, $i=1,2$, and $f$ be the forgetfulness map (15.9). By (16.11) and (15.8),

$$
\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}(\tilde{\psi} \circ(f, f))=\hat{\mathcal{T}}_{k, r}^{\diamond}\left(\widetilde{\mathcal{Q}}_{r}(\tilde{\psi} \circ(f, f))\right)=\widehat{\mathcal{T}}_{k, r}^{\diamond}(\tilde{\psi} \circ(f, f))
$$

for any $\tilde{\psi} \in \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)^{2}\right)$. Take $\tilde{\psi}=\psi \circ \pi_{i}$ for any $\psi \in \mathcal{B}\left(E_{r}\left(\varepsilon_{r}\right)\right)$. Observing that $\pi_{i} \circ(f, f)=f \circ \pi_{i}^{\diamond}$, and keeping in mind that $\widehat{\mathcal{T}}_{k, r}^{\diamond}$ is a self-coupling of $\mathcal{T}_{k, r}^{\diamond}$ and the latter projects to $\mathcal{T}_{k, r}$ under the forgetfulness map, we get that

$$
\begin{equation*}
\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}\left(\psi \circ f \circ \pi_{i}^{\diamond}\right)=\widehat{\mathcal{T}}_{k, r}^{\diamond}\left(\psi \circ f \circ \pi_{i}^{\diamond}\right)=\mathcal{T}_{k, r}^{\diamond}(\psi \circ f) \circ \pi_{i}^{\diamond}=\left(\mathcal{T}_{k, r} \psi\right) \circ f \circ \pi_{i}^{\diamond} \tag{16.12}
\end{equation*}
$$

In other words, $\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$ projects to $\mathcal{T}_{k, r}$ under $f \circ \pi_{i}^{\diamond}$ for any $i=1,2$.
Remark 16.2. Unlike $\hat{\mathcal{T}}_{k, r}^{\diamond}$, this $\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$ is not a coupling of operators on $\mathcal{B}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right)$ because $\widetilde{\mathcal{Q}}_{r}$ itself is not a coupling. That could be remedied by choosing $\widetilde{\mathcal{Q}}_{r}$ differently. However, our choice is convenient for lifting these operators to the blow-up space $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$, as we will see in Section 16.4.

We will need the following extension of Lemma 11.1 to $r>1$ :
Lemma 16.3. Let $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ be such that
(a) either at least one of the points $x$ or $x^{\prime}$ is in the $\nu_{k}^{(n)}$-border of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$,
(b) or both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ but outside $E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)$.

Then $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right)=0$ and $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right) \leqslant \log \Omega_{r}+K_{r}$.
Proof. Let us begin by proving the claim that $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}$ vanishes on $E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}$. If $x$ is in the $\nu_{k}^{(n)}$-border of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ then, using (13.22),

$$
\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right) \leqslant \sigma_{k, r, x}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)\right) \leqslant \sigma_{k, r, x}^{\diamond}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right)=0
$$

The same argument applies when $x^{\prime}$ is in the $\nu_{k}^{(n)}$-border of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$. This settles the claim in case (a). Now let $x$ and $x^{\prime}$ be as in (b). Keep in mind that $\sigma_{k, r, x}^{\diamond}=\nu_{k, r, x}^{(n)}$ and $\sigma_{k, r, x^{\prime}}^{\diamond}=\nu_{k, r, x^{\prime}}^{(n)}$. By (16.9), $\zeta_{k, r, x, x^{\prime}}$ vanishes on $E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}$, and so (16.10) gives that

$$
\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right)=\left(1-\tau\left(x, x^{\prime}\right)\right) \tilde{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right)
$$

If $x$ and $x^{\prime}$ are both in $E_{r}^{\diamond}\left(\tilde{\varepsilon}_{r}\right)$ then $\tau\left(x, x^{\prime}\right)=1$, and the claim follows. When $x \notin E_{r}^{\diamond}\left(\tilde{\varepsilon}_{r}\right)$ we get from $(13.23)$ that $\nu_{k, r, x}^{(n)}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)\right)=0$. Then

$$
\tilde{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right) \leqslant \sigma_{k, r, x}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)\right)=\nu_{k, r, x}^{(n)}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)\right)=0
$$

The case when $x^{\prime} \notin E_{r}^{\diamond}\left(\tilde{\varepsilon}_{r}\right)$ is analogous. Thus $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}\right)=0$ also in case (b).

By part (ii) of Proposition 15.1, it follows that $\widetilde{\mathcal{Q}}_{r} \Psi_{k, r}\left(u, u^{\prime}\right) \leqslant \log \Omega_{r}+K_{r}$ for $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}$-almost every $\left(u, u^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$. Integrating with respect to $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}$ we get that $\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right) \leqslant \log \Omega_{r}+K_{r}$ as claimed.

Proposition 16.4. There exist $\kappa_{r}^{\prime \prime \prime}=\kappa_{r}^{\prime \prime \prime}\left(\nu_{\infty}\right)>0$ and $C_{r}^{\prime \prime \prime}=C_{r}^{\prime \prime \prime}\left(\nu_{\infty}\right)>0$ such that given any $\delta>0$ and $n \geqslant N_{r}$ the following holds for every $k \geqslant \check{k}_{r}$ :
(i) For any $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \backslash \operatorname{Diag}_{r}$,

$$
\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right) \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)+C_{r}^{\prime \prime \prime} n
$$

(ii) For any $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \backslash \operatorname{Diag}_{r}$ with $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{k, r}$,

$$
\hat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right) \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)+C_{r}^{\prime \prime \prime}(1+\delta n)
$$

(iii) For any $\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime \prime}\right) \backslash \operatorname{Diag}_{r}$ with $\mathrm{VA}_{r}\left(x, x^{\prime}\right) \geqslant \omega_{k, r}$,

$$
\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right) \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)-\left(\kappa_{r}^{\prime \prime \prime}-C_{r}^{\prime \prime \prime} \delta\right) n
$$

Proof. Take $\kappa_{r}^{\prime \prime \prime}=\kappa_{r}^{\prime \prime}$ and $C_{r}^{\prime \prime \prime}=C_{r}^{\prime \prime}+K_{r}$, and let $k \geqslant \check{k}_{r}$. We split the argument into four cases (check Figure 8).

First, suppose that both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$, and at least one of them is in $E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime}\right)$. This is necessarily the case in the setting of (iii). In particular $\left(x, x^{\prime}\right)$ is outside the cut-off region, which means that $\Psi_{k, r}\left(x, x^{\prime}\right)>\log \Omega_{r}$, and there is no recoupling either:

$$
\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}=\nu_{k, r, x, x^{\prime}}^{(n)}, \quad \widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right)=\int_{G} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g)
$$

Hence the claims in (i), (ii) and (iii) are contained in Corollary 15.5.
Now suppose that both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ but outside $E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime}\right)$, and at least one of them is in $E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)$. It is still true that $\left(x, x^{\prime}\right)$ is outside the cut-off region, and so $\Psi_{k, r}\left(x, x^{\prime}\right)>\log \Omega_{r}$. Thus the estimates in Corollary 15.5 remain valid for

$$
\begin{equation*}
\int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r} d \tilde{\sigma}_{k, r, x, x}^{\diamond}=\int_{G} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r}\left(g x, g x^{\prime}\right) d \nu_{k}^{(n)}(g) \tag{16.13}
\end{equation*}
$$

By (16.9), the measure $\zeta_{k, r, x, x^{\prime}}$ vanishes on $E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime}\right)^{2}$. So, part (ii) of Proposition 15.1 gives that

$$
\begin{equation*}
\int_{E_{r}^{\bullet}\left(\varepsilon_{r}\right)^{2}} \widetilde{\mathcal{Q}}_{r} \Psi_{k, r} d \zeta_{k, r, x, x} \leqslant \log \Omega_{r}+K_{r} \leqslant \Psi_{k, r}\left(x, x^{\prime}\right)+K_{r} \tag{16.14}
\end{equation*}
$$

By the definition (16.10), $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right)$ is a convex combination of the integrals in (16.13) and (16.14). Thus the claims (i) and (ii) follow in this case.

Next suppose that both $x$ and $x^{\prime}$ are in the $\nu_{k}^{(n)}$-core of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ but outside $E_{r}^{\diamond}\left(2 \varepsilon_{r}^{\prime \prime}\right)$. This corresponds to case (b) of Lemma 16.3: claims (i) and (ii) are contained in the conclusion of that lemma. Finally, suppose that at lest one of
the points $x$ and $x^{\prime}$ is in the $\nu_{k}^{(n)}$-border of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$. This is precisely the situation in case (a) of Lemma 16.3, and so claims (i) and (ii) are again contained in the conclusion of that lemma.
16.3. Contradicting $\operatorname{dim} E=r$. Now we are going to apply Lemma 11.3 with $X=E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}, \mathcal{T}=\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}, \psi=\Psi_{k, r}, \hat{\eta}=\hat{\eta}_{k, r}$,

$$
\begin{align*}
& A_{k}=\left\{\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}: \operatorname{VA}_{r}\left(x, x^{\prime}\right)>\omega_{k, r}, \mathrm{VA}_{r}\left(x^{\prime}, x\right)>\omega_{k, r}\right.  \tag{16.15}\\
&\left.d\left(F_{r}, E\right) \leqslant \varepsilon_{r}^{\prime \prime \prime}, \text { and } d\left(F_{r}^{\prime}, E\right) \leqslant \varepsilon_{r}^{\prime \prime \prime}\right\} \\
& B_{k}^{\prime}=\left\{\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}: \operatorname{VA}_{r}\left(x, x^{\prime}\right)>\omega_{k, r}, \mathrm{VA}_{r}\left(x^{\prime}, x\right)>\omega_{k, r}\right.  \tag{16.16}\\
&\left.\quad \text { and } d\left(F_{r}, E\right)>\varepsilon_{r}^{\prime \prime \prime} \text { or } d\left(F_{r}^{\prime}, E\right)>\varepsilon_{r}^{\prime \prime \prime}\right\} \\
& B_{k}^{1}=\left\{\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}: \operatorname{VA}_{r}\left(x, x^{\prime}\right) \leqslant \omega_{k, r}\right\}  \tag{16.17}\\
& B_{k}^{2}=\left\{\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}: \operatorname{VA}_{r}\left(x^{\prime}, x\right) \leqslant \omega_{k, r}\right\} \tag{16.18}
\end{align*}
$$

The sets $A=A_{k}, B^{\prime}=B_{k}^{\prime}$, and $B^{\prime \prime}=B_{k}^{1} \cup B_{k}^{2}$ are pairwise disjoint, and their union is the whole $E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$. Moreover, (7.2) implies that $B^{\prime \prime}=\varnothing$ when $\operatorname{dim} E=r$.

Proposition 16.4 shows that, as long as $k$ is sufficiently large, the hypotheses of Lemma 11.3 are satisfied for these choices, with

$$
\kappa_{A}=\left(\kappa_{r}^{\prime \prime \prime}-C_{r}^{\prime \prime \prime} \delta\right) n, \quad \kappa_{B}^{\prime}=C_{r}^{\prime \prime \prime}(1+\delta n), \text { and } \kappa_{B}^{\prime \prime}=C_{r}^{\prime \prime \prime} n .
$$

Take $\delta>0$ to be sufficiently small, depending on $\nu_{\infty}$, and $n \in \mathbb{N}$ to be sufficiently large, depending on $\nu_{\infty}$ and $\delta$, that

$$
\begin{equation*}
\kappa_{A}>9 \kappa_{B}^{\prime} \tag{16.19}
\end{equation*}
$$

Using Proposition 6.6, we find a self-coupling $\hat{\eta}_{0}^{\diamond}$ of $\eta_{k, r}^{\diamond}$ vanishing on a neighborhood of $\operatorname{Diag}_{r} \subset E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$. Observe that $\hat{\eta}_{0}^{\diamond}$ projects to $\eta_{k, r}$ under $f \circ \pi_{i}^{\diamond}$ for any $i=1,2$. Then the same is true about every $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$-iterate of $\eta_{0}^{\circ}$, by (16.12). Starting from $\hat{\eta}_{0}^{\infty}$ and arguing as in the proof of Proposition 6.23 , we find a sequence $\left(\hat{\eta}_{k, r, j}^{\mathcal{Q}}\right)_{j}$ of probability measures on $E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$ projecting to $\eta_{k, r}$ under $f \circ \pi_{i}^{\diamond}$ for any $i=1,2$, converging to a $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$-invariant measure $\hat{\eta}_{k, r}^{\mathcal{Q}}$, and satisfying $\int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}} \Psi_{k, r} d \hat{\eta}_{k, r, j}^{\mathcal{Q}}<\infty$ and

$$
\int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}} \hat{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Psi_{k, r}\left(x, x^{\prime}\right) d \hat{\eta}_{k, r, j}^{\mathcal{Q}}\left(x, x^{\prime}\right) \geqslant \int_{E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}} \Psi_{k, r}\left(x, x^{\prime}\right) d \hat{\eta}_{k, r, j}^{\mathcal{Q}}\left(x, x^{\prime}\right)
$$

for every $j$. Applying Lemma 11.3 with $\mathcal{T}=\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$ and $\hat{\eta}=\hat{\eta}_{k, r, j}^{\mathcal{Q}}$, we get that

$$
\begin{equation*}
\hat{\eta}_{k, r, j}^{\mathcal{Q}}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A} \hat{\eta}_{k, r, j}^{\mathcal{Q}}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)-\left(\kappa_{A}+\kappa_{B}^{\prime}\right) \hat{\eta}_{k, r, j}^{\mathcal{Q}}\left(B^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \tag{16.20}
\end{equation*}
$$

for every $j$. Passing to the limit as $j \rightarrow \infty$, we conclude that

$$
\begin{equation*}
\hat{\eta}_{k, r}^{\mathcal{Q}}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A} \hat{\eta}_{k, r}^{\mathcal{Q}}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)-\left(\kappa_{A}+\kappa_{B}^{\prime}\right) \hat{\eta}_{k, r}^{\mathcal{Q}}\left(B^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \tag{16.21}
\end{equation*}
$$

By definition, $B^{\prime}$ is contained in the union of the pre-images $\left(f \circ \pi_{i}^{\diamond}\right)^{-1}\left(E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime \prime \prime}\right)\right)$, $i=1,2$. Thus, using (16.3),

$$
\begin{equation*}
\hat{\eta}_{k, r}^{\mathcal{Q}}\left(B^{\prime}\right) \leqslant 2 \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime \prime \prime}\right)\right)<\frac{4}{10} \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right) \tag{16.22}
\end{equation*}
$$

It is clear that $\hat{\eta}_{k, r}^{\mathcal{Q}}\left(E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right)=\eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right)$. Substituting these relations in (16.21) and using (16.19), we find that

$$
\begin{equation*}
\hat{\eta}_{k, r}^{\mathcal{Q}}\left(B^{\prime \prime}\right) \geqslant \frac{\kappa_{A}-\frac{4}{10}\left(\kappa_{A}+\kappa_{B}^{\prime}\right)}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right)>0 \tag{16.23}
\end{equation*}
$$

When $\operatorname{dim} E=r$ this is a contradiction, because $B^{\prime \prime}$ is empty in that case. Thus $\operatorname{dim} E \geqslant r+1$.
16.4. Completing step $r$. By (16.23), there exists $i=1,2$ such that

$$
\begin{equation*}
\hat{\eta}_{k, r}^{\mathcal{Q}}\left(B_{k}^{i}\right) \geqslant \frac{2 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right) . \tag{16.24}
\end{equation*}
$$

It is no restriction to assume that $i=1$, as the other case can be deduced just by exchanging the roles of $x$ and $x^{\prime}$.

Consider the map

$$
\Sigma: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \backslash \operatorname{Diag}_{r} \rightarrow \operatorname{Gr}(r+1, d), \quad \Sigma\left(x, x^{\prime}\right)=F_{1}^{\prime}+F_{r}
$$

and the compact topological spaces

$$
\begin{aligned}
\mathcal{Y}_{r} & =\left\{\left(x, x^{\prime}, y\right) \in \mathcal{F}(r, d)^{2} \times \operatorname{Gr}(r+1, d): F_{1}^{\prime} \subset y \text { and } F_{r} \subset y\right\} \\
\mathcal{Y}_{r}(\varepsilon) & =\left\{\left(x, x^{\prime}, y\right) \in \mathcal{Y}_{r}: x, x^{\prime} \in E_{r}^{\diamond}(\varepsilon)\right\} \text { for } \varepsilon>0,
\end{aligned}
$$

together with the canonical projections

$$
\begin{aligned}
& p_{1}: \mathcal{Y}_{r} \rightarrow \mathcal{F}(r, d)^{2}, \quad\left(x, x^{\prime}, y\right) \mapsto\left(x, x^{\prime}\right) \\
& p_{2}: \mathcal{Y}_{r} \rightarrow \operatorname{Gr}(r+1, d), \quad\left(x, x^{\prime}, y\right) \mapsto y
\end{aligned}
$$

For $\left(x, x^{\prime}, y\right) \in \mathcal{Y}_{r}$ and $n \in \mathbb{N}$, denote by $\nu_{k, r, x, x^{\prime}, y}^{(n)}$ the image of $\nu_{k}^{(n)}$ under the diagonal action

$$
G \rightarrow \mathcal{Y}_{r}, \quad\left(g \mapsto\left(g x, g x^{\prime}, g y\right)\right.
$$

Clearly, each $\nu_{k, r, x, x^{\prime}, y}^{(n)}$ is a lift of $\nu_{k, r, x, x^{\prime}}^{(n)}$ relative to $p_{1}: \mathcal{Y}_{r} \rightarrow \mathcal{F}(r, d)^{2}$. The complement of $\operatorname{Diag}_{r}$ in $\mathcal{F}(r, d)^{2}$ embeds in $\mathcal{Y}_{r}$ through

$$
\left(x, x^{\prime}\right) \mapsto\left(x, x^{\prime}, F_{1}^{\prime}+F_{r}\right)
$$

In particular, every measure $\xi$ on $\mathcal{F}(r, d)^{2}$ that vanishes on $\operatorname{Diag}_{r}$ has a (unique) lift $\check{\xi}$ to $\mathcal{Y}_{r}$.

From the relations (11.3) and (16.10), we see that

$$
\begin{equation*}
\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}=\left(1-\check{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, r, x, x^{\prime}}^{(n)}+\check{\omega}\left(x, x^{\prime}\right) \hat{\theta}_{k, r, x, x^{\prime}} \tag{16.25}
\end{equation*}
$$

where $\check{\omega}: E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2} \rightarrow[0,1]$ is a continuous function that vanishes identically on $E_{r}^{\diamond}\left(\varepsilon_{r}^{\prime \prime}\right)^{2}$, and each $\hat{\theta}_{k, r, x, x^{\prime}}$ is a coupling of $\sigma_{k, 1, x}^{\diamond}$ and $\sigma_{k, 1, x^{\prime}}^{\diamond}$ vanishing on a uniform neighborhood of $\mathrm{Diag}_{r}$. In view of the previous remarks, it follows that the $\hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}$ lift to probability measures

$$
\begin{equation*}
\check{\sigma}_{k, r, x, x^{\prime}, y}=\left(1-\check{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, r, x, x^{\prime}, y}^{(n)}+\check{\omega}\left(x, x^{\prime}\right) \check{\theta}_{k, r, x, x^{\prime}, y} \tag{16.26}
\end{equation*}
$$

on $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$, where $\check{\theta}_{k, r, x, x^{\prime}, y}$ is the unique lift of $\hat{\theta}_{k, r, x, x^{\prime}, y}$. This lift is continuous: it is clear that $\check{\nu}_{k, r, x, x^{\prime}, y}^{(n)}$ varies continuously and, by uniqueness, so does $\check{\theta}_{k, r, x, x^{\prime}, y}$.

We claim that the spreading out measures $\tilde{q}_{r, x, x^{\prime}}$ in (15.6) also lift continuously to measures $\check{q}_{r, x, x^{\prime}, y}$ on $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$. Indeed, it is clear that $\left\{\delta_{\left(x, x^{\prime}, y\right)}:\left(x, x^{\prime},\right) \in \mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right\}$
is a continuous lift of $\left\{\delta_{\left(x, x^{\prime}\right)}:\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}\right\}$, and so it suffices to show that the family

$$
\left\{\mu_{F_{r}}^{*} \times \mu_{F_{r}^{\prime}}^{*}:\left(x, x^{\prime}\right) \in E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right) \times E_{r}^{\diamond}\left(3 \varepsilon_{r}^{\prime \prime}\right) \cup E_{r}^{\diamond}\left(3 \varepsilon_{r}^{\prime \prime}\right) \times E_{r}^{\diamond}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right)\right\}
$$

lifts uniquely to $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$. The latter is a direct consequence of the fact that

$$
\begin{equation*}
\left(\mu_{F_{r}}^{*} \times \mu_{F_{r}^{\prime}}^{*}\right)\left(\operatorname{Diag}_{r}\right)=0 \tag{16.27}
\end{equation*}
$$

for any $\left(F_{r}, F_{r}^{\prime}\right) \in E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right) \times E_{r}\left(3 \varepsilon_{r}^{\prime \prime}\right) \cup E_{r}\left(3 \varepsilon_{r}^{\prime \prime}\right) \times E_{r}\left(\varepsilon_{r}, \varepsilon_{r}^{\prime} / 2\right)$, To prove (16.27), let us write $u=\left(G_{1}, \ldots, G_{r}\right)$ and $u^{\prime}=\left(G_{1}^{\prime}, \ldots, G_{r}^{\prime}\right)$. By definition,

$$
\begin{align*}
\left(\mu_{F_{r}}^{*} \times \mu_{F_{r}^{\prime}}^{*}\right)\left(\operatorname{Diag}_{r}\right) \leqslant \mu_{F_{r}^{\prime}}^{*}\left(\left\{u^{\prime} \in\right.\right. & \left.\left.\mathcal{F}\left(F_{r}^{\prime}\right): G_{1}^{\prime} \subset F_{r}\right\}\right)  \tag{16.28}\\
& +\mu_{F_{r}}^{*}\left(\left\{u \in \mathcal{F}\left(F_{r}\right): G_{1} \subset F_{r}^{\prime}\right\}\right)
\end{align*}
$$

The key point is that in this setting we always have $F_{r} \neq F_{r}^{\prime}$. Thus the set of $u^{\prime} \in \mathcal{F}\left(F_{r}^{\prime}\right)$ such that $G_{1}^{\prime} \subset F_{r}$ is a subvariety of $\mathcal{F}\left(F_{r}^{\prime}\right)$ of strictly smaller dimension, and so it has zero $\mu_{F_{r}^{\prime}}^{*}$-measure. Thus the first term on the right-hand side of (16.28) vanishes identically, and then so does the second term, by symmetry. This proves the claim.

These observations ensure that the Markov operator $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}=\widehat{\mathcal{T}}_{k, r} \circ \widetilde{\mathcal{Q}}_{r}$ admits a continuous lift

$$
\check{\mathcal{T}}_{k, r}^{\mathcal{Q}}: \mathcal{B}\left(\mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right) \rightarrow \mathcal{B}\left(\mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right), \check{\mathcal{T}}_{k, r}^{\mathcal{Q}} \Phi\left(x, x^{\prime}, y\right)=\int_{\mathcal{Y}_{r}\left(\varepsilon_{r}\right)} \Phi d \check{\sigma}_{k, r, x, x^{\prime}, y}^{\mathcal{Q}}
$$

given by

$$
\check{\sigma}_{k, r, x, x^{\prime}, y}^{\mathcal{Q}}=\int_{\mathcal{Y}_{r}\left(\varepsilon_{r}\right)} \check{q}_{r, u, u^{\prime}, v} d \check{\sigma}_{k, r, x, x^{\prime}, y}\left(u, u^{\prime}, v\right)
$$

Since the measure $\hat{\eta}_{0}^{\diamond}$ was taken to vanish on a neighborhood of $\operatorname{Diag}_{r} \subset E_{r}^{\diamond}\left(\varepsilon_{r}\right)^{2}$, it also admits a (unique) lift $\check{\eta}_{0}^{\diamond}$ to $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$. Applying the construction in Proposition 6.23 simultaneously to the operators $\widehat{\mathcal{T}}_{k, r}^{\mathcal{Q}}$ and $\widetilde{\mathcal{T}}_{k, r}^{\mathcal{Q}}$, starting from $\hat{\eta}_{0}^{\infty}$ and $\check{\eta}_{0}^{\circ}$ respectively, we find a sequence $\left(\check{\eta}_{k, r, j}^{\mathcal{Q}}\right)_{j}$ of probability measures on $\mathcal{Y}_{r}\left(\varepsilon_{r}\right)$ converging to a $\check{\mathcal{T}}_{k, r}^{\mathcal{Q}}$-invariant probability measure $\check{\eta}_{k, r}^{\mathcal{Q}}$ and such that (up to restricting to a subsequence) each $\check{\eta}_{k, r, j}^{\mathcal{Q}}$ projects to $\hat{\eta}_{k, r, j}^{\mathcal{Q}}$ under $p_{1}$. Observe that $\check{\eta}_{k, r}^{\mathcal{Q}}$ and each $\check{\eta}_{k, r, j}^{\mathcal{Q}}$ project to $\eta_{k, r}$ under $f \circ \pi_{i}^{\diamond} \circ p_{1}$ for $i=1,2$.

Next, define $\eta_{k, r+1}=p_{2 *} \check{\eta}_{k, r}^{\mathcal{Q}}$ and let $\left\{d \check{\eta}_{k, r, v}: v \in p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right\}$ be a disintegration of $\check{\eta}_{k, r}^{\mathcal{Q}}$ with respect to the partition $\left\{p_{2}^{-1}(v): v \in p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right\}$. Then define

$$
\begin{aligned}
& \mathcal{T}_{k, r+1}: \mathcal{B}\left(p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right) \rightarrow \mathcal{B}\left(p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right), \\
& \mathcal{T}_{k, r+1} \Phi(y)=\int_{p_{2}^{-1}(y)} \check{\mathcal{T}}_{k, r}^{\mathcal{Q}}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, r, y}\left(x, x^{\prime}\right) .
\end{aligned}
$$

Equivalently, $\mathcal{T}_{k, r+1} \Phi(y)=\int_{p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)} \Phi d \sigma_{k, r+1, y}$ with

$$
\begin{equation*}
\sigma_{k, r+1, y}=\int_{p_{2}^{-1}(y)} p_{2 *} \check{\sigma}_{k, r, x, x^{\prime}, y}^{\mathcal{Q}} d \check{\eta}_{k, r, y}\left(x, x^{\prime}\right) \tag{16.29}
\end{equation*}
$$

Let $\mathcal{B}_{k}=p_{2} p_{1}^{-1}\left(B_{k}^{1}\right)=\left\{F_{1}^{\prime}+F_{r}:\left(x, x^{\prime}\right) \in B_{k}^{1}\right\}$, where $B_{k}^{1}$ is as in the previous section. Define also $\eta_{k, r+1, j}=p_{2 *} \check{\eta}_{k, r, j}^{\mathcal{Q}}$ for $j \in \mathbb{N}$. Then

$$
\eta_{k, r+1, j}\left(\mathcal{B}_{k}\right) \geqslant \check{\eta}_{k, r, j}^{\mathcal{Q}}\left(p_{1}^{-1}\left(B_{k}^{1}\right)\right)=\hat{\eta}_{k, r, j}^{\mathcal{Q}}\left(B_{k}^{1}\right)
$$
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Passing to the limit as $j \rightarrow \infty$, and arguing as in (16.20)-(16.23), we find from (16.24) that

$$
\eta_{k, r+1}\left(\mathcal{B}_{k}\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{k, r}\left(E_{r}\left(\varepsilon_{r}\right)\right)
$$

Now, since $\omega_{k, r} \rightarrow 0$, the definition (16.17) implies that $\mathcal{B}_{k}$ converges to $E_{r}$ as $k \rightarrow \infty$. Thus, any accumulation point $\eta_{\infty, r+1}$ of $\eta_{k, r+1}$ must satisfy

$$
\begin{equation*}
\eta_{\infty, r+1}\left(E_{r+1}\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{\infty, r}\left(E_{r}\left(\varepsilon_{r}\right)\right) \geqslant \frac{5 \kappa_{B}^{\prime}}{\kappa_{A}+\kappa_{B}^{\prime \prime}} \eta_{\infty, r}\left(E_{r}\right)>0 \tag{16.30}
\end{equation*}
$$

Take $n_{r+1}=n$ and $\varepsilon_{r+1}=\varepsilon_{r}^{\prime \prime}$. Let $\nu_{k, r+1, y}^{\left(n_{r+1}\right)}$ denote the push-forward of $\nu_{k}^{\left(n_{r+1}\right)}$ under the map $G \rightarrow \operatorname{Gr}(r+1, d), g \mapsto g y$.

## Lemma 16.5.

(i) $\sigma_{k, r+1, y}=\nu_{k, r+1, y}^{\left(n_{r+1}\right)}$ for every $y \in E_{r+1}\left(\varepsilon_{r+1}\right)$.
(ii) $\sigma_{k, r+1, y}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r+1}\left(\varepsilon_{r+1}\right)\right)=0$ for every $y \notin E_{r+1}\left(\varepsilon_{r+1}\right)$
(iii) The measure $\eta_{k, r+1}$ is $\mathcal{T}_{k, r+1}$-invariant.

Proof. It is clear that $\nu_{k, r+1, y}^{\left(n_{r+1}\right)}$ coincides with the push-forward of $\nu_{k, r, x, x^{\prime}, y}^{\left(n_{r+1}\right)}$ under the projection $p_{2}$. Thus (16.26) gives that

$$
p_{2 *} \check{\sigma}_{k, r, x, x^{\prime}, y}=\left(1-\check{\omega}\left(x, x^{\prime}\right)\right) \nu_{k, r+1, y}^{\left(n_{r+1}\right)}+\check{\omega}\left(x, x^{\prime}\right) p_{2 *} \check{\theta}_{k, r, x, x^{\prime}, y}
$$

and so,

$$
\begin{aligned}
\check{\sigma}_{k, r+1, y}=\left(1-\int_{p_{2}^{-1}(y)} \check{\omega}(x,\right. & \left.\left.x^{\prime}\right) d \check{\eta}_{k, r, y}\left(x, x^{\prime}\right)\right) \nu_{k, r+1, y}^{\left(n_{r+1}\right)} \\
& +\int_{p_{2}^{-1}(y)} \check{\omega}\left(x, x^{\prime}\right) p_{2 *} \check{\theta}_{k, r, x, x^{\prime}, y} d \check{\eta}_{k, r, y}\left(x, x^{\prime}\right)
\end{aligned}
$$

If $y \in E_{r+1}\left(\varepsilon_{r+1}\right)$ then both $x$ and $x^{\prime}$ are necessarily in $E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)$, by (7.1), in which case $\check{\omega}\left(x, x^{\prime}\right)=0$. Then $\sigma_{k, r+1, y}=\nu_{k, r+1, y}^{\left(n_{r+1}\right)}$, as claimed in (i).

In view of (16.29), to prove part (ii) it suffices to show that if $y \notin E_{r+1}\left(\varepsilon_{r+1}\right)$ then

$$
\begin{equation*}
p_{2 *} \check{\sigma}_{k, r, x, x^{\prime}, y}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r+1}\left(\varepsilon_{r+1}\right)\right)=0 \tag{16.31}
\end{equation*}
$$

for any $x, x^{\prime} \subset y$. If $x$ and $x^{\prime}$ are both in $E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)$ then

$$
p_{2 *} \check{\sigma}_{k, r, x, x^{\prime}, y}=p_{2 *} \nu_{k, r, x, x^{\prime}, y}^{\left(n_{r+1}\right)}=\nu_{k, r+1, y}^{\left(n_{r+1}\right)}
$$

and then the claim follows from Remark 6.26. From now on, we assume that one of the points, $x$ say, is not in $E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)$. It follows from the definitions that

$$
p_{2}^{-1}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r+1}\left(\varepsilon_{r+1}\right)\right) \subset \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)^{2} \times \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r+1}\left(\varepsilon_{r+1}\right)
$$

and so

$$
\begin{align*}
p_{2 *} \check{\sigma}_{k, r, x, x^{\prime}, y} & \left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r+1}\left(\varepsilon_{r+1}\right)\right) \\
& \leqslant \check{\sigma}_{k, r, x, x^{\prime}, y}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)^{2} \times \mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r+1}\left(\varepsilon_{r+1}\right)\right)  \tag{16.32}\\
& \leqslant \hat{\sigma}_{k, r, x, x^{\prime}}^{\diamond}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)^{2}\right) \\
& \leqslant \sigma_{k, r, x}^{\diamond}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)\right) .
\end{align*}
$$

If $x$ is in the $\nu_{k}^{(n)}$-border of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ then

$$
\sigma_{k, r, x}^{\diamond}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)\right) \leqslant \sigma_{k, r, x}^{\diamond}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right)=0,
$$

because the operator $\mathcal{T}_{k, 1}$ is adapted to $\left(\nu_{k}^{(n)}, E_{r}^{\diamond}\left(\varepsilon_{r}\right)\right)$. If $x$ is in the $\nu_{k}^{(n)}$-core of $E_{r}^{\diamond}\left(\varepsilon_{r}\right)$ then Remark 6.26 gives that

$$
\sigma_{k, r, x}^{\diamond}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)\right)=\nu_{k, r, x}^{(n)}\left(\mathcal{X}_{\nu_{k}^{(n)}}^{\#} E_{r}^{\diamond}\left(\varepsilon_{r+1}\right)\right)=0
$$

Thus the right-hand side of (16.32) vanishes in either case. That completes the proof of (16.31) and of part (ii) of the lemma.

Finally, by definition,

$$
\begin{aligned}
\int_{p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)}\left(\mathcal{T}_{k, r+1} \Phi\right) & d \eta_{k, r+1} \\
& =\int_{p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)} \int_{p_{2}^{-1}(y)} \check{\mathcal{T}}_{k, r}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, r, y}\left(x, x^{\prime}\right) d \eta_{k, r+1}(y) \\
& =\int_{\mathcal{Y}_{r}\left(\varepsilon_{r}\right)} \check{\mathcal{T}}_{k, r}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, r}\left(x, x^{\prime}, y\right)
\end{aligned}
$$

for any $\Phi \in \mathcal{B}\left(p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)\right)$. Since $\check{\eta}_{k, r}$ is $\breve{\mathcal{T}}_{k, r}$-invariant, this gives

$$
\begin{aligned}
\int_{p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)}\left(\mathcal{T}_{k, r+1} \Phi\right)(y) d \eta_{k, r+1}(y) & =\int_{\mathcal{Y}_{r}\left(\varepsilon_{r}\right)}\left(\Phi \circ p_{2}\right)\left(x, x^{\prime}, y\right) d \check{\eta}_{k, r}\left(x, x^{\prime}, y\right) \\
& =\int_{p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)} \Phi d \hat{\eta}_{k, r+1},
\end{aligned}
$$

which proves claim (iii).
Since the $\check{\sigma}_{k, r, x, x^{\prime}, y}$ are generic measures and the projection $p_{2}$ is algebraic, it follows readily from (16.29) and Remark 5.1 that every $\sigma_{k, r+1, y}$ is a generic measure. Then, conclusions (i) and (ii) in Lemma 16.5 allow us to apply Propositions 6.15 and 6.25 with $E_{r+1}\left(\varepsilon_{r+1}\right)$ and $p_{2} \mathcal{Y}_{r}\left(\varepsilon_{r}\right)$ in the roles of $X$ and $U$, respectively. Thus we get a continuous Markov operator adapted to $\left(\nu_{k}^{\left(n_{r+1}\right)}, E_{r+1}\left(\varepsilon_{r+1}\right)\right)$ and which leaves the restriction of $\eta_{k, r+1} \mid E_{r+1}\left(\varepsilon_{r+1}\right)$ invariant. Replace $\mathcal{T}_{k, r+1}$ and $\eta_{k, r+1}$ with these new Markov operator and invariant measure, respectively. This finishes step $r$ of the induction.

The proof of Theorem 7.1 is now complete.
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