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What this talk is 

about 

A new (*) generalization of the concept of 

Markov chain that leads to efficient 

estimation procedures for transition 

probabilities of stochastic processes over 

finite alphabet.   

(* Note added  after  talk ) Our generalization is in some sense implicit in the paper by Mochihashi, D.; 

Sumita, E.; see ref. at the end of this presentation. 



Introduction 

We want to estimate transition probabilities 

and the dependency structure of stochastic 

processes. Finite-order Markov chains are an 

obvious choice, but they present some 

difficulties.  



Modelling dependent sequences 

We discuss statistical 

problems linked to 

stochastic  processes over 

finite  alphabet . Our goal is 

to understand their 

dependency  properties . 
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