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Abstract. We study various error measures for approximate solution of proximal point regularizations of the variational inequality problem, and of the closely related problem of finding a zero of a maximal monotone operator. A new merit function is proposed for proximal point subproblems associated with the latter. This merit function is based on Burachik-Iusem-Svaiter’s concept of ε-enlargement of a maximal monotone operator. For variational inequalities, we establish a precise relationship between the regularized gap function, which is a natural error measure in this context, and our new merit function. Some error bounds are derived using both merit functions for the corresponding formulations of the proximal subproblem. We further use the regularized gap function to devise a new inexact proximal point algorithm for solving monotone variational inequalities. This inexact proximal point method preserves all the desirable global and local convergence properties of the classical exact/inexact method, while providing a constructive error tolerance criterion, suitable for further practical applications. The use of other tolerance rules is also discussed.
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1. Introduction

One of the principal applications of error bounds in mathematical programming [24], is their use for constructing computational algorithms, and analyzing their convergence. This paper is devoted to the study of a new merit function for proximal point problems and associated error bounds. It also discusses the relation between this merit function and the regularized gap function [1, 13] in the context of variational inequalities. Finally, these theoretical results are applied to devise inexact proximal-based algorithms for the variational inequality problem which employ constructive approximation criteria.

Given a function $F : \mathcal{H} \mapsto \mathcal{H}$, where $\mathcal{H}$ is a real Hilbert space, and a set $C$ in $\mathcal{H}$, the associated variational inequality problem, VIP($F, C$) for short, is to find a point $x \in \mathcal{H}$ such that

$$ x \in C \,, \quad \langle F(x), y - x \rangle \geq 0 \quad \forall y \in C \,,$$

where $\langle \cdot, \cdot \rangle$ denotes the inner product in $\mathcal{H}$. Throughout this paper, we shall assume that the set $C$ is closed and convex, and $F$ is (maximal) monotone, i.e., $\langle F(x) - F(y), x - y \rangle \geq 0$ for all $x, y \in \mathcal{H}$. A problem closely related to VIP($F, C$) is that of finding a zero of a maximal monotone operator $T : \text{find an } x \in \mathcal{H}$ such that

$$ 0 \in T(x) \,.$$
Recall that maximality means that the graph $G(T) = \{(x, v) \in \mathcal{H} \times \mathcal{H} \mid v \in T(x)\}$ is not properly contained in the graph of any other monotone operator. Clearly, (2) can be related to (1) by the choice of $C = \mathcal{H}$, $F = T$. Conversely, (1) can be reformulated as the inclusion problem (2) if we take $T = F + N_C$, where $N_C$ is the normal operator for the set $C$. This operator $T$ is monotone, and it is also maximal because $C$, the domain of $N_C$, intersects the interior of the domain of $F$ (which we assume here to be $\mathcal{H}$) [26].

In this setting, the classical regularization technique is the proximal point method (see [27, 28, 25, 22, 20, 15, 12]; and [19] for a survey). This method consists of solving a sequence of regularized subproblems. Specifically, if applied to (1), the method consists of resolving subproblems of the form

$$\text{VIP}(F_k, C), \quad F_k(x) := \lambda_k F(x) + (x - x^k), \quad (3)$$

where $x^k$ is the current approximation to a solution, and $\lambda_k$ is a positive regularization parameter; and if applied to (2), subproblems are

$$0 \in T_k(x), \quad T_k(x) := \lambda_k T(x) + (x - x^k). \quad (4)$$

The devise of inexact proximal point methods, where subproblems are solved only approximately, is of special importance for obtaining realistic frameworks which can further serve as the basis for implementable/practical proximal-based computational techniques. As we shall see, the theory and methodology of error bounds [24] will be very helpful in this regard. We shall study inexact solutions for both formulations of proximal subproblems (i.e., (3) and (4)), paying a special attention to how the two are connected in the inexact framework.

We note that convergence of most inexact proximal methods in the literature requires a priori summability of certain tolerance parameters or error terms (e.g., [28, 2, 39, 8, 11, 9]; see also Sect. 2 below). This requirement is known to be not very constructive. Recently, methods with improved constructive error tolerance criteria have been introduced in [37, 36]. The key advantage of these criteria is that the condition of a priori summability is removed, and the tolerance parameters are required to be merely bounded away from one (as opposed to summable!) which gives, in principle, a more realistic computational model. To force convergence, an inexact proximal step is supplemented (followed) by a readily available projection step in [37], or extragradient step in [36]. Furthermore, to guarantee local (super)linear convergence, one does not have to change the error tolerance criterion used for global convergence. The relaxed constructive tolerance rules give a more flexible proximal framework which can be used, for example, for constructing Newton-type methods with improved global convergence properties [35, 33]. Another interesting application is the modified forward-backward splitting method of Tseng [40] (developed independently), which can be shown to belong to the framework of [36].

The methods in [37, 36] deal with the problem (2) of finding a zero of an operator, rather than VIP$(F, C)$ which is our problem here. Even though the two problems can be regarded as equivalent, it often appears advantageous to deal with VIP$(F, C)$ directly, i.e., to take full advantage of the special structure of the operator $T$ (which is $F + N_C$). So in this paper, we propose an approach based on approximate proximal iterations which is designed specifically to solve the variational inequality problem. The approximation
criteria are managed by the regularized gap function \[1, 13\], which is a natural measure of the error in this setting. To facilitate this development, we first study the relationship between inexact solutions of proximal subproblems in the form (3) and in the form (4), as well as the associated merit functions and error bounds. This study is interesting by itself, but it also would allow us to adapt the convergence analysis in the general framework of \[36\] to the proposed new algorithm.

The rest of the paper is organized as follows. In Sect. 2, we formally introduce merit functions for various forms of proximal subproblems, and derive some error bounds based on them. We also establish the relationships between different error measures. In Sect. 3, we show how the introduced error measures can be used in the design of inexact proximal point methods. Furthermore, a new inexact proximal point method with a constructive error tolerance criterion based on the regularized gap function is proposed. Convergence results are also given in this section. Some concluding remarks can be found in Sect. 4.

2. Merit functions and error bounds for proximal subproblems

We start with the problem (2) of finding a zero of \(T\) (for now, an arbitrary maximal monotone operator). The associated proximal point problem at \(x \in H\) with some regularization parameter \(\lambda > 0\), is to find \(y \in H\) such that

\[
0 \in \lambda T(y) + y - x.
\]

It is convenient to state this problem in the form of a “proximal system”: find \(y, v \in H\) such that

\[
v \in T(y),
\]

\[
\lambda v + y - x = 0.
\]

To handle approximate solutions, equation (7) is typically relaxed to

\[
\|\lambda v + y - x\| \leq \sigma \quad \text{or} \quad \|\lambda v + y - x\| \leq \sigma \|y - x\|,
\]

where \(\sigma > 0\) is an error tolerance parameter. For convergence of most proximal-based algorithms, parameters \(\sigma\) have to be summable (and hence, tend to zero) over the course of iterations, e.g. \[28, 2, 39, 8, 11, 9\]. One drawback in this regard is that it is often not clear how to choose the sequence of \(\sigma\)’s in a constructive way to ensure this summability condition. Recently, methods with constructive (and less restrictive) tolerance rules have been developed in \[37, 36\]. In particular, in \[37\] (8) was replaced by

\[
\|\lambda v + y - x\| \leq \sigma \max\{\|v\|, \|y - x\|\},
\]

where the tolerance parameters \(\sigma\) have to be merely uniformly less than one for convergence (i.e., they need not be summable, or tend to zero; they can even be fixed). Furthermore, in \[36\], the inclusion (6) was also relaxed, as we shall discuss next, to the
condition \( v \in T^\varepsilon(y) \), where \( T^\varepsilon(y) \) is a certain outer approximation of \( T(y) \). Specifically, given \( \varepsilon \geq 0 \), the \( \varepsilon \)-enlargement of \( T \) is defined by

\[
T^\varepsilon(x) = \{ v \in \mathcal{H} \mid \forall y \in \mathcal{H}, u \in T(y), \quad \langle v - u, x - y \rangle \geq -\varepsilon \}.
\] (9)

This enlargement of \( T \) has been introduced by Burachik, Iusem and Svaiter in \cite{4}; its properties and some applications can be found in \cite{4, 6, 36, 7, 5}. It is easy to observe that

\[
T^0 = T, \quad T(x) \subseteq T^\varepsilon(x), \quad \forall \varepsilon \geq 0, x \in \mathcal{H}.
\]

These basic properties are immediate consequences of the definition (9), and of the maximal monotonicity of \( T \). Thus \( T^\varepsilon \) can be regarded as an outer approximation of \( T \).

An approximate solution of (6)–(7), as introduced in \cite{36}, is a pair \((y, v)\) such that

\[
v \in T^\varepsilon(y), \quad \|\lambda v + y - x\| \text{ and } \varepsilon \text{ are “small”}.
\] (10)

This notion, and its use in a convergent proximal-based algorithm, would be made precise later. At first glance, the introduction of \( T^\varepsilon \) instead of \( T \) may seem in some sense artificial. However, it is not so for several reasons. First of all, the relations \( v \in T(y), \lambda v + y - x = \delta \neq 0 \) do not imply the existence of some \( \varepsilon \geq 0 \) such that \( 0 \in \lambda T^\varepsilon(y) + y - x \), no matter how small is \( \delta \) or how large \( \varepsilon \) is allowed to be (see an example in \cite{36}). Thus (10) is a meaningful extension of the classical notion of inexact solution of the proximal point subproblems. Second, as we shall see, \( T^\varepsilon \) arises naturally when one considers inexact solutions of regularized VIP(\( F_k, C \)). Specifically, even if exact values of \( F \) are used in the latter, approximate resolution of VIP(\( F_k, C \)) gives rise to certain elements in \( T^\varepsilon_k = (F_k + N_C)^\varepsilon \). The precise characterization of this relationship is one of the subjects of this paper.

We next proceed to formally study approximate solutions in the sense of (10), the associated error measure (merit function), and the resulting error bounds. Let us define a function \( \varepsilon_T : \mathcal{H} \times \mathcal{H} \mapsto \mathbb{R} \cup \{+\infty\} \) by

\[
\varepsilon_T(x, v) := \inf\{\varepsilon \geq 0 \mid v \in T^\varepsilon(x)\}.
\] (11)

Observe that \( \varepsilon_T \) is always nonnegative. Note also that \( \varepsilon_T(x, v) = 0 \) if, and only if, \( v \in T(x) \). It is also easy to see that the function \( \varepsilon_T \) is lower semi-continuous, and for any \( \varepsilon \geq 0 \) it holds that

\[
\varepsilon \geq \varepsilon_T(x, v) \iff v \in T^\varepsilon(x).
\]

Now we are ready to introduce our merit function for the proximal system (6)–(7). In particular, define \( S_{T, \lambda, \varepsilon} : \mathcal{H} \times \mathcal{H} \mapsto \mathbb{R} \cup \{+\infty\} \) as

\[
S_{T, \lambda, \varepsilon}(y, v) := \|\lambda v + y - x\|^2 + 2\lambda \varepsilon_T(y, v).
\] (12)

This is indeed a merit function, because it is nonnegative, and

\[
S_{T, \lambda, \varepsilon}(y, v) = 0 \iff v = (1/\lambda)(x - y), \quad v \in T(y) \iff (y, v) \text{ solves (6)–(7)}.
\]
Lemma 1. Take formula \([6]\). We shall prove it directly.

Given the operator \(T\), we want to prove it being maximal monotone. In this subsection, we primarily focus on properties of the merit function \(S\).

2.1. General properties of the proximal-system merit function

In this subsection, we primarily focus on properties of the merit function \(S\) in the general case, i.e., when no additional assumptions are imposed on the operator \(T\), other than it being maximal monotone.

We start with a technical result which is a consequence of the “weak transportation formula” [6]. We shall prove it directly.

**Lemma 1.** Take any \(x \in T^{\ell}(x_1), v_2 \in T^{\ell}(x_2)\), and \(p, q \geq 0, p + q = 1\). Define \(\bar{x} := px_1 + qx_2\), \(\bar{v} := pv_1 + qv_2\), \(\bar{\varepsilon} := ps_1 + qe_2 + pq(v_1 - v_2, x_1 - x_2)\).

Then \(\bar{\varepsilon} \geq 0\) and \(\bar{v} \in T^{\ell}(\bar{x})\).

**Proof.** The identity

\[
\langle w - \bar{v}, z - \bar{x} \rangle = p \langle w - v_1, z - x_1 \rangle + q \langle w - v_2, z - x_2 \rangle - pq \langle v_1 - v_2, x_1 - x_2 \rangle
\]

holds for any \(z, w \in \mathcal{H}\). In particular, if \(w \in T(z)\), using Definition 9 and the above identity, we obtain that

\[
\langle w - \bar{v}, z - \bar{x} \rangle \geq -ps_1 - qe_2 - pq \langle v_1 - v_2, x_1 - x_2 \rangle = -\bar{\varepsilon}.
\]

If \(\bar{\varepsilon} < 0\), then the maximality of \(T\) implies \(\bar{v} \in T(\bar{x})\), and taking \(z = \bar{x}, w = \bar{v}\), the above inequality yields a contradiction. Hence \(\bar{\varepsilon} \geq 0\), and by (9) it follows that \(\bar{v} \in T^{\ell}(\bar{x})\).

Note that \(\mathcal{H} \times \mathcal{H}\) is itself a Hilbert space, with the canonical inner product:

\[
\langle (x_1, x_2), (y_1, y_2) \rangle := \langle x_1, y_1 \rangle + \langle x_2, y_2 \rangle, \quad \forall (x_1, x_2), (y_1, y_2) \in \mathcal{H} \times \mathcal{H}.
\]

We next prove a somewhat surprising property that \(S_{T,\lambda,a}\) is a closed proper (strongly) convex function on \(\mathcal{H} \times \mathcal{H}\).

**Theorem 1.** Take any \(x \in \mathcal{H}, \lambda > 0\). The function \(S_{T,\lambda,a}(\cdot, \cdot)\) is closed proper convex. Moreover, it is \((1, \lambda^2)\)-strongly convex, i.e., if \((a, b) \in \partial S_{T,\lambda,a}(z, w)\), then

\[
S_{T,\lambda,a}(y, v) \geq S_{T,\lambda,a}(z, w) + \langle y - z, a \rangle + \langle v - w, b \rangle + \|y - z\|^2 + \lambda^2\|v - w\|^2
\]

for any \((y, v) \in \mathcal{H} \times \mathcal{H}\).
Proof. Note that $S_{T,\lambda,x}$ is nonnegative, lower-semicontinuous, and not identically $+\infty$. Therefore, it is enough to show that for any

$$(x_1, v_1), (x_2, v_2) \in \mathcal{H} \times \mathcal{H}, \quad p, q \geq 0, \; p + q = 1,$$

it holds that

$$S_{T,\lambda,x}(\bar{x}, \bar{v}) \leq ps_{T,\lambda,x}(x_1, v_1) + qs_{T,\lambda,x}(x_2, v_2) - pq\left(\|x_1 - x_2\|^2 + \lambda^2\|v_1 - v_2\|^2\right), \quad (14)$$

where

$$\bar{x} := px_1 + qx_2, \; \bar{v} := pv_1 + qv_2.$$

Inequality (14) will then imply that $S_{T,\lambda,x}$ is (closed proper) convex and in fact, $(1, \lambda^2)$-strongly convex on $\mathcal{H} \times \mathcal{H}$.

If $p = 0$ or $q = 0$ then (14) holds trivially. The same applies to the case $S_{T,\lambda,x}(x_1, v_1) = +\infty$ or $S_{T,\lambda,x}(x_2, v_2) = +\infty$. Therefore, let us suppose that

$$\varepsilon_1 := \varepsilon_T(x_1, v_1) < +\infty, \quad \varepsilon_2 := \varepsilon_T(x_2, v_2) < +\infty. \quad (15)$$

Then $v_1 \in T^{\varepsilon_1}(x_1), v_2 \in T^{\varepsilon_2}(x_2)$, and from Lemma 1 we immediately get that

$$\varepsilon(\bar{x}, \bar{v}) \leq ps_1 + q^2 + pq(v_1 - v_2, x_1 - x_2). \quad (16)$$

For any $\xi_1, \xi_2 \in \mathcal{H}$, it holds that

$$\|p\xi_1 + q\xi_2\|^2 = p\|\xi_1\|^2 + q\|\xi_2\|^2 - pq\|\xi_1 - \xi_2\|^2.$$

Taking $\xi_1 = \lambda v_1 + x_1 - x, \xi_2 = \lambda v_2 + x_2 - x$, and using the above identity, we further obtain

$$\|p\bar{v} + \bar{x} - x\|^2 = p\|\lambda v_1 + x_1 - x\|^2 + q\|\lambda v_2 + x_2 - x\|^2 - pq\|\lambda(v_1 - v_2) + x_1 - x_2\|^2. \quad (17)$$

Multiplying inequality (16) by $2\lambda$, adding it to inequality (17), and using (12), we have that

$$S_{T,\lambda,x}(\bar{x}, \bar{v}) \leq p(\|\lambda v_1 + x_1 - x\|^2 + 2\lambda\varepsilon_1) + q(\|\lambda v_2 + x_2 - x\|^2 + 2\lambda\varepsilon_2) + pq(2\lambda(v_1 - v_2, x_1 - x_2) - \|\lambda(v_1 - v_2) + x_1 - x_2\|^2)$$

$$= p(\|\lambda v_1 + x_1 - x\|^2 + 2\lambda\varepsilon_1) + q(\|\lambda v_2 + x_2 - x\|^2 + 2\lambda\varepsilon_2) - pq(\|x_1 - x_2\|^2 + \lambda^2\|v_1 - v_2\|^2).$$

Using now (15) and again (12), the inequality (14) follows.

The next result provides information on the structure of the subgradient of $S_{T,\lambda,x}(\cdot, \cdot)$.

Lemma 2. Take any $x \in \mathcal{H}, \lambda > 0$. If $z \in \mathcal{H}$ and $w \in T(z)$, then

$$2(u, \lambda u) \in \partial S_{T,\lambda,x}(z, w),$$

where $u := \lambda w - z - x$. 
Proof. Since \( w \in T(z) \), for any \( y, v \in \mathcal{H} \) we have
\[
(v - w, y - z) \geq -\varepsilon_T(y, v).
\]
Multiplying the above inequality by \(-2\lambda\) and adding \(\|\lambda v + y - x\|^2\) to both sides, we obtain that
\[
\|\lambda v + y - x\|^2 - 2\lambda(v - w, y - z) \leq S^T_{\lambda, x}(y, v).
\]
Observe that
\[
S^T_{\lambda, x}(z, w) = \|\lambda w + z - x\|^2.
\]
Direct algebraic manipulations yield the following:
\[
\|\lambda v + y - x\|^2 - 2\lambda(v - w, y - z) = \|\lambda w + z - x\|^2 + 2\lambda(v - w, y - x) + \|\lambda(v - w) + y - z\|^2 - 2\lambda(v - w, y - z)
\]
which implies the desired result.

As a direct consequence of the strong convexity of \( S \), we obtain the following error bound.

**Corollary 1.** Take any \( x \in \mathcal{H} \) and \( \lambda > 0 \). Let \( y^*, v^* \) be the exact solution of the proximal system (6)-(7). Then for any \( y, v \in \mathcal{H} \), it holds that
\[
\|y - y^*\|^2 + \lambda^2 \|v - v^*\|^2 \leq S^T_{\lambda, x}(y, v).
\]
In particular,
\[
\|y - y^*\| \leq \sqrt{S^T_{\lambda, x}(y, v)}.
\]

Proof. It holds that \( S^T_{\lambda, x}(y^*, v^*) = 0 \). Since \( S^T_{\lambda, x} \) is always nonnegative, \((y^*, v^*)\) is its minimizer. By the classical optimality conditions for convex optimization, \((0, 0) \in \partial S^T_{\lambda, x}(y^*, v^*)\) (see also Lemma 2, where we take \( u = 0 \)). Choosing now \( z = y^* \) and \( w = v^* \) in Theorem 1 implies the result.

As an aside, we shall now briefly discuss the case where \( T = \partial f \), the subdifferential of a proper lower semicontinuous convex function \( f \), and state an additional property of our merit function in that case. The primary focus of the present paper is the variational inequality problem, not optimization, and so we do not study the case \( T = \partial f \) in much detail. We note that an application to nondifferentiable optimization of the error tolerance criterion of [37] (which is conceptually related to the merit function introduced
above), can be found in [30, 29] in the context of bundle methods. This development, however, is technically quite involved, and so we shall not describe it here.

If $T = \partial f$, then the proximal subproblem (5) is equivalent to the following optimization problem:

$$\min_{y \in \mathcal{H}} \Psi_{\lambda, x}(y) := \lambda f(y) + \frac{1}{2}\|y - x\|^2.$$  

(18)

Let $y^*$ be the solution of (18) (equivalently, the solution of (5)). By the convexity of $\Psi_{\lambda, x}$, for all $y \in \mathcal{H}$ and $r \in \partial \Psi_{\lambda, x}(y)$, it holds that

$$\Psi_{\lambda, x}(y) - \Psi_{\lambda, x}(y^*) \leq \langle r, y - y^* \rangle \leq \|r\|\|y - y^*\|.$$  

Using Corollary 1, and the fact that $\partial \Psi_{\lambda, x}(y) \ni r = \lambda v + y - x$, where $v \in \partial f(y) = T$, we obtain that

$$\Psi_{\lambda, x}(y) - \Psi_{\lambda, x}(y^*) \leq S_{T, \lambda, x}(y, v).$$

Hence, $S$ provides a bound for the optimal value of the proximal problem (18).

The next lemma shows how the proposed merit function $S$ (or any appropriate computable upper bound, for example given by (13)), can be used to effectively manage the approximate solutions of proximal subproblems. Here, $T$ is again an arbitrary maximal monotone operator.

**Lemma 3.** Let $y, v$ be an approximate solution of (6)–(7). Define

$$x^+ := x - \lambda v.$$  

Then for any solution of (2) $x^*$ (i.e., $0 \in T(x^*)$), it holds that

$$\|x^* - x^+\|^2 \leq \|x^* - x\|^2 + \left( S_{T, \lambda, x}(y, v) - \|y - x\|^2 \right).$$

**Proof.** First note that $\langle x^* - y, 0 - v \rangle \geq -\varepsilon_T(y, v)$. Therefore,

$$\langle x^* - y, x - x^+ \rangle \leq \lambda \varepsilon_T(y, v).$$

Note also that $\|\lambda v + y - x\|^2 = \|y - x^+\|^2$. Combining these relations with the identity

$$\|x^* - x^+\|^2 - \|x^* - x\|^2 = \|y - x^+\|^2 + 2\langle x^* - y, x - x^+ \rangle - \|y - x\|^2,$$

and using (12), implies the desired result.

Lemma 3 reveals that if we have any $y, v \in \mathcal{H}$ such that $S_{T, \lambda, x}(y, v)$ is small (in comparison with $\|y - x\|^2$), then $x^+ = x - \lambda v$ is closer to the solution set $T^{-1}(0)$ than $x$. This is the basis for general inexact extragradient-proximal framework discussed in Sect. 3.
2.2. The case of VIP

In this section, we study the precise relationship between inexact solutions of regularized proximal variational inequality subproblems (3), and inexact solutions of regularized inclusion subproblems (4). Specifically, we establish that the (computable!) regularized gap function measure for the former provides an upper bound for the proximal merit function $S$, defined by (12), for the latter.

The regularized gap function for VIP($F, C$), introduced independently by Fukushima [13] and Auchmuty [1], is defined as

$$f_{\alpha,F,C}(x) := \max_{y \in C} \langle F(x), x - y \rangle - \frac{1}{2\alpha} \|x - y\|^2$$

(19)

where $P_C$ denotes the orthogonal projection operator onto $C$, and $\alpha > 0$ is a parameter (we use $F$ and $C$ as subscripts in this definition, because in our applications $F$ will change from one iteration to the next). This regularized gap function, and some other functions closely related to it (e.g., the implicit Lagrangian, the D-gap function), are fundamental in the theory, error bounds, and computational techniques for variational inequality and complementarity problems (see, for example, [13, 21, 41]; and [14, 31] for related surveys). Among other things, it holds that $f_{\alpha,F,C}(x) \geq 0$ for all $x \in C$ and all $\alpha > 0$, and $f_{\alpha,F,C}(x) = 0$ for some $x \in C$, $\alpha > 0$ if, and only if, $x$ solves VIP($F, C$). Thus $f_{\alpha,F,C}$ is a merit function on the feasible set $C$ for VIP($F, C$). Furthermore, $f_{\alpha,F,C}(\cdot)$ is continuous/differentiable whenever so is $F(\cdot)$ [13].

Having any $x \in C$, $\lambda > 0$, define

$$F_{\text{reg}}(y) := \lambda F(y) + y - x.$$  

Then by $f_{1, F_{\text{reg}}, C}$ we shall denote the regularized gap function for VIP($F_{\text{reg}}, C$), where we set $\alpha = 1$ for simplicity. Our result is the following.

**Lemma 4.** Take any $x \in C$, $\lambda > 0$. Then for any $y \in C$, it holds that

$$S_{(F + N_C),\lambda}(y, v) \leq 2f_{1, F_{\text{reg}}, C}(y),$$

where

$$v := (1/\lambda) (x - P_C(x - \lambda F(y))).$$

**Proof.** Define

$$q := P_C(y - F_{\text{reg}}(y)), \quad v := (y - F_{\text{reg}}(y)) - q, \quad r := y - q, \quad \varepsilon := -(1/\lambda)(v, r).$$

Using the properties of the normal cone, it is easy to see that

$$v \in N_C(q), \quad \varepsilon \geq 0, \quad v + F_{\text{reg}}(y) = r.$$
Furthermore,

\[ f_1, F_{\text{reg}}(y) = \langle F_{\text{reg}}(y), y - q \rangle - (1/2)\|y - q\|^2 \]
\[ = \langle r - v, r \rangle - (1/2)\|r\|^2 \]
\[ = (1/2)\|r\|^2 - (v, r) \]
\[ = (1/2)\|r\|^2 + \lambda \varepsilon . \]  \hfill (20)

Note also that

\[ y - F_{\text{reg}}(y) = x - \lambda F(y) , \]
and therefore

\[ q = P_C(x - \lambda F(y)) , \]
\[ v = x - \lambda F(y) - P_C(x - \lambda F(y)) . \]

Hence,

\[ r = \lambda v + y - x , \]  \hfill (21)
\[ v = F(y) + (1/\lambda) v . \]  \hfill (22)

Now we claim that

\[ v \in (F + N_C)^\varepsilon(y) . \]  \hfill (23)

Indeed, if \( w \in (F + N_C)(z) \) then \( z \in C \), and there exists some \( \zeta \in N_C(z) \) such that \( w = F(z) + \zeta \). Therefore

\[ \langle v - w, y - z \rangle = \langle F(y) - F(z), y - z \rangle + ((1/\lambda)v - \xi, y - z) \]
\[ \geq (1/\lambda)\langle v, y - z \rangle \]
\[ = (1/\lambda)\langle v, y - z \rangle + \langle \zeta, z - y \rangle \]
\[ \geq (1/\lambda)\langle v, y - z \rangle , \]

where the first inequality follows from the monotonicity of \( F \), and the second follows from \( y \in C, \zeta \in N_C(z) \). Now observe that

\[ \langle v, y - z \rangle = \langle v, y - q \rangle + \langle v, q - z \rangle \]
\[ \geq \langle v, y - q \rangle \]
\[ = \langle v, r \rangle , \]

where the inequality follows form \( z \in C, v \in N_C(q) \). Combining the above results with the definition of \( \varepsilon \), we conclude that for any \( z \) and any \( w \in (F + N_C)(z) \), it holds that

\[ \langle v - w, y - z \rangle \geq -\varepsilon , \]

which establishes (23). It immediately follows (see (13)) that

\[ S_{(F + N_C), \lambda, x}(y, v) \leq \|\lambda v + y - x\|^2 + 2\lambda \varepsilon . \]

Now, using also (21) and (20), we obtain the desired result.
To conclude this section, we next establish an error bound on the distance to the solution of VIP($F$, $C$), assuming that the following condition is satisfied: VIP($F$, $C$) has the unique solution $x^*$, and there exists some $\mu > 0$ such that
\[
\langle F(x), x - x^* \rangle \geq \mu \|x - x^*\|^2, \quad \forall x \in C.
\] (24)

Our error bound is an improvement of a bound based on the regularized gap function, and obtained in [38], in two respects. First, we obtain a tighter bound, i.e., the quantity bounding the distance to the solution set in our bound is smaller than the value of the regularized gap function. And secondly, our assumption (24) is weaker than the strong monotonicity of $F$ used in [38]. Indeed, it is easy to see that (24) is weaker than the strong pseudo-monotonicity of $F$ on $C$ [18, 10], which is the property that for all $x, y \in C$ it holds that
\[
\langle F(y), x - y \rangle \geq 0 \implies \langle F(x), x - y \rangle \geq \mu \|x - y\|^2.
\]

It can be checked that if the strongly pseudo-monotone VIP($F$, $C$) has a solution, then this solution is unique. Condition (24) can be thought of as strong pseudo-monotonicity of $F$ with respect to the solution $x^*$. The assumption of strong pseudo-monotonicity is in turn clearly weaker than strong monotonicity, which is
\[
\langle F(x) - F(y), x - y \rangle \geq \mu \|x - y\|^2 \quad \forall x, y \in C.
\]

Define
\[
R_\alpha(x) := x - P_C(x - \alpha F(x)),
\]
the natural (projection) residual for VIP($F$, $C$). Note that for $\|R_\alpha(x)\|$ to provide a global error bound for VIP($F$, $C$), $F$ has to be strongly monotone and Lipschitz continuous [23]. Our assumptions here are weaker.

**Theorem 2.** Suppose VIP($F$, $C$) has the unique solution $x^*$, and that (24) is satisfied. Then for any $\alpha \geq 1/\mu$ and every $x \in C$, it holds that
\[
\|x - x^*\| \leq \frac{1}{2} \|R_\alpha(x)\| + \frac{1}{2} \sqrt{4\alpha(F(x), R_\alpha(x)) - 3\|R_\alpha(x)\|^2}
\]
\[
\leq \sqrt{2\alpha f_{\alpha,F,C}(x)}.
\]

**Proof.** Take any $x \in C$. For $\alpha \geq 1/\mu$, using (24), we obtain
\[
\alpha \langle F(x), x - x^* \rangle \geq \|x - x^*\|^2.
\]

The latter relation can be further re-written as
\[
\langle R_\alpha(x), x - x^* \rangle + \langle R_\alpha(x) - \alpha F(x), x^* - x \rangle \geq \|x - x^*\|^2.
\] (25)

Observe that since $x^* \in C$, by the properties of the projection operator,
\[
\langle R_\alpha(x) - \alpha F(x), x^* - P_C(x - \alpha F(x)) \rangle \leq 0.
\]
Hence,
\[
\langle R_\alpha(x) - \alpha F(x), x^* - x \rangle \leq \langle R_\alpha(x) - \alpha F(x), P_C(x - \alpha F(x)) - x \rangle
\]
\[= \alpha(F(x), R_\alpha(x)) - \| R_\alpha(x) \|^2. \]

Therefore, using (25) and the Cauchy-Schwarz inequality, we obtain
\[
\| R_\alpha(x) \| \| x - x^* \| + \alpha(\langle F(x), R_\alpha(x) \rangle) - \| R_\alpha(x) \|^2 \geq \| x - x^* \|^2.
\]

Denoting
\[t := \| x - x^* \|, \quad q := \| R_\alpha(x) \|, \quad s := \alpha(\langle F(x), R_\alpha(x) \rangle) - \| R_\alpha(x) \|^2,
\]
and resolving the quadratic inequality in \( t \)
\[t^2 - qt - s \leq 0,
\]
we conclude that
\[t \leq \frac{q + \sqrt{q^2 + 4s}}{2},
\]
from which the first inequality in the assertion of the theorem follows immediately. It remains to show that the right-hand side in this inequality is no larger than \((2\alpha f_{\alpha, F,C}(x))^{1/2}\).

Set
\[\eta := q^2 + 2s.
\]
We further obtain
\[t \leq \frac{q + \sqrt{q^2 + 4s}}{2} = \frac{\sqrt{\eta - 2s} + \sqrt{\eta + 2s}}{2} \leq \sqrt{\eta},
\]
where the last inequality follows from the concavity of the square root function (note that this inequality is in fact strict, unless \( s = 0 \)). Observe now that
\[\eta = q^2 + 2s
\]
\[= 2\alpha(\langle F(x), R_\alpha(x) \rangle) - \| R_\alpha(x) \|^2
\]
\[= 2\alpha f_{\alpha, F,C}(x).
\]
The proof is complete. \( \square \)

Note that since \( F_k \) in (3) is strongly monotone, Theorem 2 (with \( F \) replaced by \( F_k \)) provides a global error bound for VIP(\( F_k, C \)).

3. Algorithmic applications

We start with a general algorithmic framework for solving the inclusion \( 0 \in T(x) \), based on the merit function \( S \) introduced in Sect. 2. This algorithm is a generalization of the Hybrid Extragradient–Proximal Point Algorithm discussed in [36]. In this form,
the algorithm is quite conceptual since it involves the values of the function $S$ which, in general, may not be easy to compute. However, we believe it is meaningful to first develop a general convergent algorithm, and then pass to implementable methods based on it.

**Algorithm 1.** Choose any $x^0 \in \mathcal{H}$, and $\sigma \in [0, 1), \lambda > 0$.
Having $x^k$, choose a regularization parameter $\lambda_k \geq \lambda$, and an error tolerance parameter $\sigma_k \in [0, \sigma]$. Find $y^k, v^k \in \mathcal{H}$ satisfying

$$S_{T,\lambda_k,x^k}(y^k, v^k) \leq \sigma_k \|y^k - x^k\|^2. \quad (26)$$

Set

$$x^{k+1} := x^k - \lambda_k v^k,$$

and repeat for the next iteration $k := k + 1$.

It is quite clear that in the error tolerance criterion (26) we can actually use any upper bound for $S$. For example, due to the upper bound (13), the inexact proximal step in Algorithm 1 can be replaced by:

Find $y^k, v^k \in \mathcal{H}, \epsilon_k \geq 0$ such that

$$\|\lambda_k v^k + y^k - x^k\|^2 + 2\lambda_k \epsilon_k \leq \sigma_k \|y^k - x^k\|^2. \quad (27)$$

This special case of Algorithm 1 has been introduced in [36].

Algorithm 1 provides a very broad framework which can be used as a basis for dealing with a number of interesting applications depending on the structure of the operator $T$. When $T$ is a sum of two operators one of which is single-valued and continuous, it is demonstrated in [36] that the recently proposed modified forward-backward splitting algorithm of Tseng [40] can be viewed as a specific implementation of Algorithm 1. An important feature of the method of Tseng is that the restrictive requirement that the continuous part of the operator must be strongly monotone can be relaxed to simple monotonicity, see [40]. Another application of Algorithm 1 discussed in [36] is a globally convergent regularized Newton method for the case when $T$ is differentiable (see also [35, 33] for Newton-type methods based on the related approach of [37]). The key fact in this application is that under some natural assumptions, just one Newton step applied to the proximal subproblem $0 = \lambda_k T(x) + (-x^k)$ is sufficient to solve it within the error tolerance (27), and hence also (26).

The main convergence properties of the algorithm are the following.

**Theorem 3.** Let $\{x^k\}$ be any sequence generated by Algorithm 1. Then the sequence $\{x^k\}$ converges weakly to a solution of $0 \in T(x)$, provided it exists.

**Proof.** The proof is similar to that in [36]. We shall supply some main points for completeness. Take any $x^*$ such that $0 \in T(x^*)$. By Lemma 3 and (26), it follows that

$$\|x^{k+1} - x^*\|^2 \leq \|x^k - x^*\|^2 - (1 - \sigma_k)\|y^k - x^k\|^2. \quad (28)$$
Hence, the sequence \( \{\|x^k - x^*\|\} \) converges, and since \( \sigma_k \leq \overline{\sigma} < 1 \) for all \( k \), we have that
\[
0 = \lim_{k \to \infty} \|y^k - x^k\|. \tag{29}
\]

Now using (26), we conclude that
\[
0 = \lim_{k \to \infty} S_{\mathcal{T}, \lambda_k} (y^k, v^k),
\]
or, equivalently,
\[
\lim_{k \to \infty} \|\lambda_k v^k + y^k - x^k\| = 0 = \lim_{k \to \infty} \lambda_k \mathcal{E}_T (y^k, v^k).
\]
Using further the fact that \( 0 < \lambda_k \leq \lambda \) and (29), the latter relations imply that
\[
\lim_{k \to \infty} \|v^k\| = 0 = \lim_{k \to \infty} \mathcal{E}_T (y^k, v^k). \tag{30}
\]
By (28), the sequence \( \{x^k\} \) is bounded, so it must have some weakly convergent subsequence. Let \( \hat{x} \) be any weak accumulation point of \( \{x^k\} \), and let \( \{x^{k_i}\} \) be some subsequence weakly converging to \( \hat{x} \). By (29), \( \hat{x} \) is also the weak limit of \( \{y^{k_i}\} \). By the definition of \( \mathcal{E}_T \) (see (11)), for any \( q \in \mathcal{H} \) and \( w \in \mathcal{T}(q) \) it holds that
\[
\langle w - v^{k_i}, q - y^{k_i} \rangle \geq -\mathcal{E}_T (y^{k_i}, v^{k_i}).
\]
Equivalently,
\[
\langle w - 0, q - y^{k_i} \rangle \geq \langle v^{k_i}, q - y^{k_i} \rangle - \mathcal{E}_T (y^{k_i}, v^{k_i}).
\]
Because \( \{y^{k_i}\} \) converges weakly to \( \hat{x} \), taking the limit as \( i \to \infty \), and using (30), we have that
\[
\langle w - 0, q - \hat{x} \rangle \geq 0.
\]
Since \( \mathcal{T} \) is maximal monotone, it holds that \( 0 \in \mathcal{T} (\hat{x}) \), i.e., \( \hat{x} \) is a solution.

We have thus proved that every weak accumulation point of \( \{x^k\} \) is a solution. The proof of uniqueness of the weak accumulation point in this setting is standard (e.g., see [28]).

\[\Box\]

We note that if no solution exists, it can be shown that the sequence \( \{x^k\} \) is unbounded (see [36] for details).

**Theorem 4.** Suppose, in addition, that there exist two positive constants \( L \) and \( \delta \) such that
\[
v \in \mathcal{T}(x), \|v\| \leq \delta \Rightarrow \|x - x^*\| \leq L \|v\|,
\]
where \( x^* \) is the (unique) solution of \( 0 \in \mathcal{T}(x) \). Then the sequence \( \{x^k\} \) converges linearly to \( x^* \).
It is interesting to note that the rate of linear convergence estimate for Algorithm 1 is actually strictly better than that for the classical inexact proximal point method of [28]; see [34] for this refined comparison.

We now turn our attention to the variational inequality problem (1). In this setting, the proximal point subproblem is $\text{VIP}(F_k, C)$ with $F_k(x) = \lambda_k F(x) + (x - x^k)$. Roughly speaking, the new algorithm we propose here computes $y^k \in C$ as an appropriate approximate solution of $\text{VIP}(F_k, C)$, and then defines $x^{k+1} := P_C(x^k - \lambda_k F(y^k))$.

Clearly, the critical part in this framework is a constructive/implementable test to decide which $y^k$ is acceptable. For this task, we propose to employ the regularized gap function for the subproblem $\text{VIP}(F_k, C)$:

$$f_k(x) := f_1, F_k, C(x) = \langle F_k(x), x - P_C(x - F_k(x)) \rangle - \frac{1}{2} \|x - P_C(x - F_k(x))\|^2.$$  \hspace{1cm} (31)

Specifically, we show that any $y^k \in C$ such that $f_k(y^k) \leq \sigma_k^2 \|y^k - x^k\|^2$, is acceptable to obtain convergence.

Note that since $f_k$ is a computable merit function, it can also be itself used for solving $\text{VIP}(F_k, C)$ via (approximately) resolving the problem

$$\min_{x \in C} f_k(x).$$ \hspace{1cm} (32)

In fact, if $F$ is differentiable, then $f_k$ is also differentiable. And since $F_k$ is strongly monotone, in that case problem (32) has the unique stationary point which is the solution of $\text{VIP}(F_k, C)$ [13]. So any reasonable algorithm employed to solve (32) would generate a sequence of iterates converging to the solution of $\text{VIP}(F_k, C)$. Of course, one might also choose any other method for solving $\text{VIP}(F_k, C)$, not necessarily related to $f_k$, and only use the latter for the error tolerance test.

We now state formally our algorithm.

**Algorithm 2.** Choose any $x^0 \in C$ and $\sigma \in [0, 1], \lambda > 0$.

Having $x^k$, choose $\lambda_k \geq \lambda, \sigma_k \in [0, \sigma]$, and compute $y^k \in C$, an approximate solution of $\text{VIP}(F_k, C)$, satisfying

$$f_k(y^k) \leq \frac{\sigma_k}{2} \|y^k - x^k\|^2,$$  \hspace{1cm} (33)

where $f_k$ is defined in (31).

Set

$$x^{k+1} := P_C(x^k - \lambda_k F(y^k)),$$ \hspace{1cm} (34)

and repeat for the next iteration $k := k + 1$.

Note that if $y^k$ is the exact solution of $\text{VIP}(F_k, C)$ (for example, if the error tolerance parameter $\sigma_k = 0$, then necessarily $f_k(y^k) = 0$ which means $\text{VIP}(F_k, C)$ is solved exactly), then such $k$-th iteration of Algorithm 2 reduces to the step of the classical exact proximal point method. Of course, this is both natural and desirable. To see this, observe that if $y^k$ solves $\text{VIP}(F_k, C)$, it then follows that there exists some $\nu^k \in N_C(y^k)$
such that \( \lambda_k F(y^k) + v^k + y^k - x^k = 0 \). Therefore, \( x^k - \lambda_k F(y^k) = v^k + y^k \), and \( x^{k+1} = P_C(v^k + y^k) \) must be equal to \( y^k \), because \( v^k \in N_C(y^k) \). In other words, in this case \( x^{k+1} = y^k \), the exact solution of the proximal point subproblem. However, the inexact version of Algorithm 2, corresponding to \( \sigma_k \neq 0 \), is different from standard inexact schemes in the literature, which require the error terms to be \textit{a priori} summable for convergence. It is worth to point out that the computational cost of the extragradient step (34) is negligible relative to the cost of solving \( \text{VIP}(F_k, C) \).

Algorithm 2 preserves all the attractive convergence properties of the classical (exact or inexact) proximal point method. We shall establish this fact by showing that Algorithm 2 falls within the framework of the general scheme of Algorithm 1. Thus convergence results will follow from Theorems 3 and 4.

\textbf{Theorem 5.} Let \( \{x^k\} \) be any sequence generated by Algorithm 2. Then all the conclusions of Theorems 3 and 4 hold.

\textit{Proof.} Let \( \{x^k\}, \{y^k\}, \{\lambda_k\}, \{\sigma_k\} \) be the sequences generated/employed by Algorithm 2. Define, for each \( k \),
\[
v^k := (1/\lambda_k)\left[x^k - P_C(x^k - \lambda_k F(y^k))\right].
\]
Applying Lemma 4 with \( x = x^k, \lambda = \lambda_k \) and \( y = y^k \), and taking into account the notation \( F_{reg} = F_k, f_1, f_{reg}, c = f_k \), we conclude that
\[
S_{T,\lambda_k,x^k}(y^k, v^k) \leq 2 f_k(y^k),
\]
where
\[
T := F + N_C.
\]
Using the error tolerance rule (33), it now follows that
\[
S_{T,\lambda_k,x^k}(y^k, v^k) \leq \sigma_k \|y^k - x^k\|^2.
\]
Note also that from the definition of \( v^k \),
\[
x^k - \lambda_k v^k = P_C(x^k - \lambda_k F(y^k)) = x^{k+1}.
\]
Therefore, the sequences \( \{x^k\}, \{y^k\}, \{v^k\} \) are valid sequences for Algorithm 1, and the convergence results follow, taking into account the equivalence between the problem \( 0 \in T(x) \) and \( \text{VIP}(F, C) \).

\( \Box \)

As a future application of our new algorithm, we mention the development of a globalization strategy for the (Josephy-) Newton method for variational inequality problems (see [17,3,16] for its definition and local convergence properties). For the monotone nonlinear complementarity problem, a special case of \( \text{VIP} \), a \textit{truly} globally convergent Newton method based on the framework of [37] and [32] has recently been developed in [33]. This algorithm has the advantage that the \textit{whole} sequence of iterates
globally converges to a solution of the problem without any (local) solution-uniqueness or regularity-type assumptions (in particular, the solution set can even be unbounded). In the context of Newton-type methods, this property is quite remarkable.

To further highlight the advantages of our Algorithm 2 when compared to typical (i.e., “summable error”) approximation criteria, we next observe that we could, in principle, also employ a criterion of this type. Specifically, we could replace our tolerance rule (33) with

\[ f_k(y^k) \leq \frac{\delta_k}{2}, \quad \sum_{k=0}^{\infty} \sqrt{\tilde{\delta}_k} < \infty, \]  

and accept such \( y^k \) as the next iterate:

\[ x^{k+1} := y^k. \]  

This scheme would be much in the spirit of classical inexact proximal methods (e.g., [28, 8]). However, as already discussed, such a rule is typically not constructive. It is also worth to note that if our rule (33) is used, the extragradient step in (34) is indispensable, i.e., if one accepts \( y^k \) as the next iterate \( x^{k+1} \) as in (36), the method may diverge (see an example in [36]). This also shows that (33) is less restrictive than (35).

To verify that the method based on (35)–(36) converges, we shall only supply the key steps. Define, for each \( k \),

\[ v^{k+1} := (1/\lambda_k)[x^k - P_{\mathbb{C}}(x^k - \lambda_k F(x^{k+1}))]. \]

Then applying Lemma 4 and (35), we obtain

\[ S_{(F + N_{\mathbb{C}}), \lambda_k, x}(x^{k+1}, v^{k+1}) \leq \delta_k. \]

Now using the error bound of Corollary 1, we conclude that

\[ \|x^{k+1} - (I + \lambda_k (F + N_{\mathbb{C}}))^{-1}x^k\| \leq \sqrt{\delta_k}, \quad \sum_{k=0}^{\infty} \sqrt{\tilde{\delta}_k} < \infty, \]

and from here, the classical convergence analysis of [28] applies. For the linear convergence result, one further has to assume that

\[ f_k(x^{k+1}) \leq \frac{\delta_k}{2} \|x^{k+1} - x^k\|^2, \quad \sum_{k=0}^{\infty} \sqrt{\tilde{\delta}_k} < \infty, \]

similar to [28]. Note that another advantage of Algorithm 2 is that one does not need to change the error tolerance criterion to obtain linear convergence. Furthermore, from the convergence of Algorithm 2 one obtains, \textit{a posteriori}, that

\[ \sum_{k=0}^{\infty} f_k(y^k) < \infty, \]

while (35) requires

\[ \sum_{k=0}^{\infty} \sqrt{f_k(x^{k+1})} < \infty, \]

which is a stronger condition.
4. Concluding remarks

Various merit functions, error measures, and error bounds for the approximate solution of proximal point subproblems have been discussed. A new inexact proximal point method for solving the variational inequality problem has been proposed. The tolerance criterion in approximate solution of subproblems was based on the regularized gap function. This tolerance criterion is readily implementable, and its use for variational inequalities is quite natural. An important intended application of the presented algorithm is the construction of regularized Newton-type methods for the variational inequality problem with improved global convergence properties, along the lines of those for systems of equations [35] and nonlinear complementarity problems [33].
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