1 Introduction

Ordinary consumer cameras are not capable of capturing the whole dynamic range visible to the human eye. For years, many researchers have worked to enhance the dynamic range of a captured scene. Since the development of High Dynamic Range Imaging in the latter 90’s, it has never ceased to be a hot topic in Computational Photography.

At first, HDRI software developed by pioneer researchers (like HDRShop and Photosphere) was released, and soon the feature became available in commercial imaging products such as Photoshop. Through the past decade, several improvements were made in the technique, but the user still had to take several photographs and process them with computer software. Very recently, however, cameras with built-in HDR began to appear. The Pentax K-7, released in 2009, is said to be the first camera featuring HDRI. A more notable example is the iPhone 4 platform, which offers an HDR mode in the camera app since the release of the iOS 4.1 this year.

In the realm of HDR video, cameras with HDR sensors, like the RED Epic and the ARRI Alexa, are being widely used these days in film production. Such devices, however, are not available for the general consumer. An alternative is to use cameras that can capture sequences of frames with different exposures and apply a technique similar to the one used for still images. Fortunately, these cameras are more affordable, but methods for enhanced video are still scarce.

While HDRI techniques are very interesting from a professional point of view, at the present point in time they cannot be fully explored by consumers, since HDR images cannot be correctly displayed on normal LDR devices - such as computer monitors and projectors. Such devices require an additional tone-mapping step that decreases the dynamic range of images to a certain value in a controlled fashion in order to display HDR images. True HDR visualization devices exist, but are very uncommon and not available to the consumer. Because of these complications, other image and video improvement techniques may provide interesting alternatives to HDRI. In lieu of the traditional HDR method, there is another way to increase the quality of an image. The Exposure Fusion method merges differently exposed images using a weighted blending process. This approach has some advantages: it is less computationally expensive,
does not require tone-mapping, there is no in-between HDR image, and there
is no need to calibrate the camera response curve before the processing stage.
Exposure Fusion will be discussed in Section 3.

This course focused on the generation of exposure-fused video on hand-held
cameras, including those installed in some mobile phones.

2 Related Work

The problem of High Dynamic Range image reconstruction for still images is
virtually solved [10]. Furthermore, many different solutions appeared, since the
classical work by Debevec and Malik [3].

HDR video reconstruction is a natural extension of the image related prob-
lem, therefore, approaches tend to be built upon methods for still images. As
it is out of the scope of this text to review all existing approaches, we refer the
reader to [8], which is a nice review of the subject. High Dynamic Range video
reconstruction is a more challenging task because, from the hardware side, it
requires a programmable camera; and, from the software side, the data is dy-
namic. The earlier reference in this case is [4], where classical vision methods
for motion estimation (namely, optical flow) are used to deal with the motion
between frames. For a review of methods we refer to [7], where components
of the HDR pipeline are presented and discussed with the main focus on video.

Regarding handheld devices, the problem of HDR reconstruction from mis-
aligned and (possibly) blurred long-exposed photographs is treated in [5]. The
authors of [1] provide a camera application with HDR mode. In fact they made
available a full API for experiments with the low level aspects of the camera
hardware. We have used their platform in this work, the video capture being
made with a Nokia N900 smartphone.

The work of [6] introduced Exposure Fusion, a clever and simple alternative
to HDR Imaging. This new area is very promising, since great results can be
produced at a low cost. This method has been applied to merge photographs
on mobile devices with great success [9].

3 Exposure Fusion

Exposure Fusion works as a weighted blending of photographs. There is no need
for further information besides that present in the image data. This method
measures some desired properties of the input images pixels and fuses them to
obtain a better quality image. The result is still a low dynamic range image,
but it is overall better exposed and overall more aesthetically pleasant. In this
work, we used the method of [11] to align the photographs with the purpose of
image registration before using them.

The input sequence of images can be considered a stack. Every pixel in
every image of the stack is assigned its own weight. Our implementation of this
method is based on [6].
3.1 Quality Measures

It is common that every photograph in the stack has some under or over-exposed pixels. It is important to give these pixels low weights during the averaging process, in order to reduce their effect on the final result. It is also desirable to preserve detailed regions that may contain edges or texture and are visually important to the scene and remove blurry areas, so one of our measures has to weight the contrast of a region. Another important goal is to preserve the vividness of the images, so a desaturated picture is undesirable as final result.

The basic Exposure Fusion algorithm performs three measures:

- **Exposedness E(p)**

  This measure is applied to each color channel separately, then the weights are multiplied. Considering that the pixel values range from 0 to 1, it preserves the pixels not too near the boundaries, i.e, the pixels which are not under or over-exposed. We use a Gaussian curve centered at 0.5:

  \[
  E(p) = \exp\left(-\frac{(p - 0.5)^2}{2\sigma^2}\right),
  \]

  using \(\sigma = 0.2\) in the current implementation.

- **Detail D(p)**

  A filter is applied on the grayscale version of the image to enhance detail. The D(p) measure is then the absolute value of the filter response. The current implementation uses a 3 \(\times\) 3 Laplacian filter.

- **Saturation S(p)**

  The saturation is computed as a standard deviation from the R,G,B channels, at each pixel.

Finally, the resulting weight of the pixel is computed as

\[
W(p) = E(p) \cdot D(p) \cdot S(p)
\]

3.2 Fusion

There is a need to avoid energy losses in the process of fusion, i.e, the weights of a given pixel along all images of the stack must sum one. Therefore, we normalize W to satisfy this restriction. Even then, a simple weighted sum of the input images does not provide a good result. This is due because some discontinuities on W can generate discontinuities in the final image. An effective way to combine images is presented in [2], where a Laplacian Pyramid is used.

Each input image I is decomposed into a Laplacian Pyramid L(I), which is a stack of filtered and down-scaled versions of the original image. We construct a Gaussian Pyramid G(W) of W and perform the blending on each level l separately, as follows:
\[
L(R)^l = \sum_{k=1}^{N} G(W_k)^l \odot L(I_k)^l,
\]

where \(N\) is the amount of images in the stack, \(W_k\) and \(I_k\) are the weight maps of the k-th image and the image, respectively, and \(l\) stands for the l-th level of the pyramids. This computation is repeated for all levels. The operator \(\odot\) represents an entry-wise product, that is, the \((i,j)\) element of the product \(A \odot B\) is \(A(i,j) \cdot B(i,j)\). This results in a new Laplacian Pyramid \(L(R)\), which must be reconstructed via upsample and collapsed into a single image. Performing this process for the three color channels, we obtain our final result.

4 Exposure Fusion Video

The developed method is a straightforward solution based on the still image approach. For each three consecutive captures frames, we choose the first as the reference frame. The other two are then aligned to it and the common exposure fusion algorithm is performed. The whole video is generated in this way, as outlined in the following figure.

4.1 Deghosting

Although Exposure Fusion yields very interesting results when applied to still images, its application in video improvement is still imperfect. The resulting frames show a great amount of ghosting (that is, moving objects appear transparent due to averaging over several frames) and some flickering of the images’ apparent brightness occurs.

A novel deghosting method was created to deal with some of the issues that surfaced in the creation of Exposure Fusion based video. The method is based on pixel regions, is at present in an initial development phase and is outlined below.

As seen in [6], applying the EF algorithm to a set of images involves a sum of pixels weighted with certain coefficients. The proposed method involves the addition of yet another coefficient that is used separately from the other three. This value is called the “deghosting” coefficient and is intended to remove areas
that encompass moving objects from the final result, with the exception of such movement taken from a single frame, thus removing “ghosts”.

As in the original method, the deghosting coefficient is a floating point number assigned to each pixel in the stack of images used to create an improved video frame. This coefficient is obtained using only the grayscale values of the original images’ pixels (in the future using the Luma part of the images in the YUV colour space may be more desirable, as the currently used Nokia N900 camera-phone saves its images in this space automatically).

First of all, a gaussian low-pass filter is applied to all of the used images in order to filter out undesirable noise. Following, in order to obtain the coefficient of a certain pixel \((i, j)\), a 3x3 region centred on this pixel is taken on both images. The size of these regions was obtained through trial and error and seems to work better than larger areas, that seem to capture too much information and unable to reliably discover movement occurrences. This size could however be larger, depending on the application. In the future, machine learning can be utilized in order to figure out what kind of mask will work best with a certain scene.

The obtained 3x3 matrices are then divided by the sum of all their elements, in order to obtain more even masks with overall element sum being 1. This makes the patches taken from the images more even, as they usually come from different exposures.

Next, one image whose movement we want to preserve must be chosen. For instance, given images 1 through \(N\) as an input, if we wish to obtain the Exposure Fusion video frame related to image number 1, we will assign a deghosting weight to pixel \((i, j)\) for images 2 through \(N\) based on the difference between the first and the subsequent patches taken. The coefficient is taken as:

\[
K(i, j) = 1 - |\left(\sum_{i=2}^{N} P_1 - P_i\right)^0.1|
\]

The exponent coefficient was obtained from manual testing and gives a good balance between object movement detection and small differences due to the normal distinction of the differently exposed images.

The resulting coefficient can be seen below as an example. Here the numerical values are shown as grayscale.

Unfortunately, the deghosting parameter also detects the normal variations due to the difference of exposure between the frames. This detection is especially
strong in regions that are poorly exposed. The result of this detection is that image backgrounds are taken with very different weights in the Exposure Fusion process, which causes the resulting video to have flickering background lighting.

While this problem has not been completely solved yet, several measures can be taken to dramatically reduce this undesirable effect. Particularly, using the previously calculated exposure parameter, a cut-off has been placed that sets to zero the deghosting parameter values for pixels that are already poorly exposed. The reasoning behind this is that poorly exposed regions will already not be considered by the algorithm from [6], and thus need not receive any more consideration.

Another cut-off is placed on pixels that have small deghosting coefficient values. This is done because pixels where actual movement took place usually have larger deghosting coefficient values, which in turn means that the smaller values belong to background pixels and are due to the expected differences between the images.

An image of the resulting coefficient values making use of the thresholds introduced above can be seen below. This is an altered version of the image above. A few constant factors are used in the created method in order to set the cut-offs and are currently picked manually, based on testing.

Finally, the image sequence is rebuilt, making use of the deghosting coefficients created in the earlier steps during the making of a frame, to filter out the moving objects from all frames except the one currently being created. The resulting images have reduced ghosting effects, which sometimes leads to great improvements in the images’ visual pleasantness. Some issues regarding the changing background lighting still persist and will be worked on in the future.
5 Results and Conclusion

In this work, we used a Nokia N900 running Maemo 5 for the capture of the input video frames and a desktop computer for the Exposure Fusion processing. Although the developed Exposure Fusion method was implemented on the N900, we preferred a desktop computer as the method was too slow on the mobile phone due to restricted memory and processing power (taking about 2 hours to process a 4 seconds video versus 15 minutes on the desktop).

A command-line tool to align photographs and a fully-functional application to perform alignment registration and exposure fusion were developed in Qt using C++.

A novel deghosting algorithm is being developed. This algorithm is based on a pixel’s vicinitie’s variations between frames.

5.1 Without Deghosting

The resulting videos can be found at http://w3.impa.br/~tknop/efusion/.

5.2 With Deghosting

The resulting videos can be found at http://w3.impa.br/~achapiro/deghost/.
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