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The basic bibliography for this class will be [3]. The first rigorous definition of
Vertex Algebras was given by Borcherds his famous 1986 paper on the monster
groupi [1].

1. The calculus of formal distributions

Let U be a vector space (over the complex numbers generally)

1.1. Definition. An U-valued formal distribution is an expression

a(z) =
∑
n∈Z

anz
n,

where an ∈ U and z is an indeterminate. Their space is denoted by U [[z, z−1]].
Note also that U [z, z−1] will denote the space of Laurent polynomials with values
in U . The linear function

Resz a(z) := a−1,

is called the residue. Clearly satisfies

Resz ∂za(z) = 0

If we consider C[z, z−1] as space of tests functions then any U-valued formal
distribution induces a linear map C[z, z−1] → U by

fa

(
ϕ(z)

)
= Resz ϕ(z)a(z).

Exercise 1.1. Show that all U-valued linear functions on the space C[z, z−1] are
obtained uniquely in this way.

Proof. Let f : C[z, z−1] → U be a linear map, define the formal
distribution a(z) by

(1.1.1) a(z) =
∑
n∈Z

f
(
z−1−n

)
zn

Hence clearly we have f(zn) = Resz z
na(z) and by linearity existence follows.

Uniqueness is checked similarly:

(1.1.2) a(z) =
∑

anz
n

Multiplying both sides of (1.1.2) by zk and taking residues we get f(zk) = a−1−k

in accordance with (1.1.1) �

Following the last exercise, it is natural to define a(n) = Resz z
na(z), then the

original formal distribution is expressed as

(1.1.3) a(z) =
∑
n∈Z

a(n)z
−1−n.

The vectors a(n) are called Fourier Coefficients of the formal distribution.
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Similarly one can define formal distributions in two or more variables as

a(z, w, . . . ) =
∑

n,m,···∈Z
an,m,...z

nwm . . . , am,n,... ∈ U

Denote by A the algebra of rational functions of the form (z−w)−kP (z, w) where
P (z, w) ∈ C[z, z−1, w, w−1] and k is an integer number. Consider the following map
called expansion in the domain |z| > |w| defined when k < 0:

iz,wz
mwn(z − w)k = zmwnzk

(
1− w

z

)k

= zm+kwn

(
1

1− w
z

)−k

= zm+kwn

(
1 +

w

z
+
(w
z

)2

+ . . .

)−k

=
∞∑

j=0

(
j

−1− k

)
zm−j−1wj+k+n+1

And the obvious expansion when k ≥ 0, we can extend linearly to the rest of A.
Similarly we define the expansion in the domain |w| > |z| and denote it by iw,z.

Exercise 1.2. These maps are homomorphisms which commute with multiplication
by zm, wn, and with ∂z and ∂w.

Proof. These maps are C linear by definition. Now the following calculation(
iz,w(z − w)−1

)2
=
(
1 +

w

z
+ . . .

)(
1 +

w

z
+ . . .

)
=
(
1 +

w

z
+ . . .

)2

= iz,w(z − w)−2

is enough to prove that iz,w is an homomorphism.
The fact that these maps commute with multiplication by zm and wm is obvious.
The only non-trivial case remaining to prove in the exercise is

∂ziz,w(z − w)−j−1 =

= ∂z

∞∑
m=0

(
m

j

)
z−m−1wm−j

= −
∞∑

m=0

(
m

j

)
(m+ 1)z−m−2wm−j

= −
∞∑

m=0

(m+ 1)!
(j + 1)!(m+ 1− j − 1)!

(j + 1)z−(m+1)−1wm+1−j−1

= −(j + 1)
∞∑

m=1

(
m

j + 1

)
z−m−1wm−j−1

= −(j + 1)iw,z(z − w)−j−2

= iz,w∂z(z − w)−j−1

and similarly for ∂w. �
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1.2. Definition. The formal δ-function is defined by

(1.1.4a) δ(z, w) = iz,w
1

z − w
− iw,z

1
z − w

And substituting the definition for the corresponding expansions we get

(1.1.4b) δ(z, w) = z−1
∑
n∈Z

(w
z

)n

Differentiating equations (1.1.4a) and (1.1.4b) we get

1
n!
∂n

wδ(z, w) = iz,w
1

(z − w)n+1
− iw,z

1
(z − w)n+1

(1.2.5a)

=
∑
j∈Z

(
j

n

)
z−j−1wj−n(1.2.5b)

respectively.

Exercise 1.3. Show there is a unique formal distribution, δ(z, w) ∈ C[z±1, w±1]
such that Resz δ(z, w)ϕ(z) = ϕ(w) for any test function ϕ(z) ∈ C[z, z−1].

Proof. Existence is proposition 1.3(6) below. Conversely, if δ =
∑
δn,mz

nwm and
we have a similar decomposition for δ′. Then we can compute

Resz δ(z, w)zk =
∑

δ−1−k,mw
m = wk =

∑
δ′−1−k,mw

m.

Now comparing coefficients we have δ−1−k,m = δ′−1−k,m ∀k,m ∈ Z as we wanted.
�

1.3. Proposition. The formal distribution δ(z, w) satisfies the following properties

(1) (locality) (z − w)m∂n
wδ(z, w) = 0 whenever m > n.

(2) (z − w) 1
n!∂

n
wδ(z, w) = 1

(n−1)!∂
n−1
w δ(z, w) if n ≥ 1.

(3) δ(z, w) = δ(w, z).
(4) ∂zδ(z, w) = −∂wδ(w, z).
(5) a(z)δ(z, w) = a(w)δ(z, w) where a(z) is any formal distribution.
(6) Resz a(z)δ(z, w) = a(w)
(7) exp(λ(z − w))∂n

wδ(z, w) = (λ+ ∂w)nδ(z, w)

Proof. Properties (1)-(4) follows easily from the definitions and equations (1.2.5a).
Perhaps properties (3) and (4) justifies the usual notation δ(z − w) for δ(z, w).
Now because of (1) we have (z − w)δ(z, w) = 0 hence znδ(z, w) = wnδ(z, w) and
(5) follows by linearity. Now taking residues in property (5) we get

Resz a(z)δ(z, w) = a(w)Resz δ(z, w) = a(w)
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so (6) follows. Now in order to prove (7) we expand the exponential as

eλ(z−w)∂n
wδ(z, w) =

∞∑
k=0

λk

k!
n!(z − w)k ∂

n
wδ(z, w)
n!

=
∑
k=0

n
λkn!
k!

∂n−k
w δ(z, w)
(n− k)!

=

(
n∑

k=0

(
n

k

)
λk∂n−k

w

)
δ(z, w)

= (λ+ ∂w)n
δ(z, w)

�

1.4. Definition. An U-valued formal distribution is called local if

(z − w)na(z, w) = 0 n >> 0

1.5. Example. δ(z, w) is local and so are its derivatives. Also a(z, w) local implies
that a(w, z) is local.

Exercise 1.4. Show that if a(z, w) is local so are ∂wa(z, w) and ∂za(z, w).

Proof. Of course by symmetry it is enough to prove the result for one derivative.
If (z − w)n−1a(z, w) = 0 then we have:

(z − w)n∂za(z, w) = ∂z(z − w)na(z, w)− a(z, w)∂z(z − w)n

= −na(z, w)(z − w)n−1

= 0

proving the exercise. �

1.6. Theorem (Decomposition). Let a(z, w) be a U-valued local formal distribution.
Then a(z, w) can be uniquely decomposed as in the following finite sum

(1.5.1a) a(z, w) =
∑

j∈Z+

cj(w)
∂j

wδ(z, w)
j!

where cj(w) ∈ U [[w,w−1]] are formal distributions given by

(1.5.1b) cj(w) = Resz(z − w)ja(z, w)

Proof. Let b(z, w) = a(z, w) −
∑
cj(w)∂j

w

j! δ(z, w). Clearly b(z, w) is local being a
finite linear combination of local formal distributions. Note that

Resz(z − w)nb(z, w) =

= Resz(z − w)na(z, w)− Resz(z − w)n
∑

cj(w)∂j
wδ(z,w)

j! δ(z, w)

= cn(w)−
∑

cj(w)
∂j−n

w

(j − n)!
Resz δ(z, w)

= cn(w)− cn(w)
= 0
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Now write b(z, w) =
∑
znbn(w). Then we have Resz b(z, w) = b−1(w) = 0. By

the above calculation we have
0 = Resz(z − w)b(z, w)

= Resz zb(z, w)− wResz b(z, w)

= Resz zb(z, w)

= b−2(z, w)
= 0

and iterating we have b(z, w) =
∑

n∈Z+
bnz

n. Now since b is local we have

(z − w)nb(z, w) = 0 ⇒ b(z, w) = 0

as we wanted.
To show uniqueness we take residues on both sides of (1.5.1a), obtaining:

Resz(z − w)ka(z, w) = Resz(z − w)k
∑

cj(w)
∂j

wδ(z, w)
j!

= ck(w)

In accordance with (1.5.1b) . �

Given a(z, w) ∈ U [[z±1, w±1]]] we may define a linear operator

Da : C[z, z−1] −→ U [[w,w−1]]

ϕ(z) 7→ Resz ϕ(z)a(z, w)

Exercise 1.5.

(1) Dc(w)∂j
wδ(z,w) = c(w)∂j

w and in particular we have Dδ(z,w) = 1.
(2) a(z, w) is local if and only if Da is a finite order differential operator.
(3) Suppose a(z, w) is local, then Da(w,z) = D∗a(z,w), where ∗ is defined by(∑

cj(w)∂j
w

)∗
=
∑

(−∂j
w)cj(w)

Proof.

Dc(w)∂j
wδ(z,w)ϕ(z) = Resz c(w)∂j

wδ(z, w)ϕ(z) = c(w)∂j
w Resz δ(z, w)ϕ(z)

= c(w)∂j
wϕ(w)

proving (1). Suppose now that a(z, w) is local, by the decomposition theorem 1.6
we may assume that a(z, w) = c(w)∂j

wδ(z, w) and in this case (1) proves that Da

is a finite order differential operator. The converse is obvious hence (2) follows. To
prove (3) we may assume again by theorem 1.6 that a(z, w) = c(w)∂j

wδ(z, w), in
this case:

Da(w,z) = Resz c(z)ϕ(z)∂j
zδ(w, z)

= Resz c(z)ϕ(z)∂j
zδ(z, w)

= Resz c(z)ϕ(z)(−∂w)jδ(z, w)

= (−∂w)j Resz c(z)ϕ(z)δ(z, w)

= (−∂w)jc(w)ϕ(w)

and the result follows by linearity. �
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2. Formal Fourier Transform

2.1. Definition. Given a formal distribution a(z, w) ∈ U [[z±1, w±1]] we define the
formal Fourier Transform of a(z, w) by

(2.1.1) Fλ
z,wa(z, w) = Resz e

λ(z−w)a(z, w)

Hence Fλ
z,w defines a map from the formal distributions to U [[w,w−1]][[λ]].

2.2. Proposition. Fλ
z,wa(z, w) =

∑
λj

j! c
j(w) where cj(w) is defined as in (1.5.1b).

Proof.

Fλ
z,wa(z, w) = Resz e

λ(z−w)a(z, w) =
∑

j∈Z+

λj

j!
Resz(z − w)ja(z, w)

and we can recognize cj(w) in the last sum. �

2.3. Proposition. The formal Fourier transform satisfies the following properties:
(1) Fλ

z,w∂za(z, w) = −λFλ
z,wa(z, w) = [∂w, F

λ
z,w].

(2) Fλ
z,wa(w, z) = F−λ−∂w

z,w a(z, w) provided that a(z, w) is local, where

F−λ−∂w
z,w a(z, w) := Fµ

z,wa(z, w)|µ=−λ−∂w

(3) Fλ
z,wF

µ
x,wa(z, w, x) = Fλ+µ

x,w Fλ
z,xa(z, w, x)

Proof.

Fλ
z,w∂za(z, w) = Resz e

λ(z−w)∂za(z, w)

= −Resz ∂z

(
eλ(z−w)

)
a(z, w)

= −λResz e
λ(z−w)a(z, w)

= −λFλ
z,wa(z, w)

Hence the first part of (1) follows. To prove (2) by the decomposition theorem 1.6
it suffices to prove the case

a(z, w) = c(w)∂j
wδ(z, w),

but in this case we clearly have:

Fλ
z,wa(w, z) = Fλ

z,wc(z)∂
j
zδ(w, z) = Resz e

λ(z−w)c(z)(−∂w)jδ(z, w)

where we have used property (4) in proposition 1.3. Now using property (7) in the
same proposition we can express the last term as:

Resz c(z)(−λ− ∂w)jδ(z, w) = (−λ− ∂w)j Resz c(z)δ(z, w)

But Fµ
z,wc(w)partialjwδ(z, w)|µ=−λ−∂w

= (−λ−∂w)jc(w) which in turn is the RHS,
hence (2) follows.

Now proving (3) is equivalent to

Resz e
λ(z−w) Resx e

µ(x−w)a(z, w, x) ?= Resx e
(λ+µ)(x−w) Resz e

λ(z−x)a(z, w, x)

eλ(z−w)+µ(x−w) ?= e(λ+µ)(x−w)+λ(z−x)

This is clearly true. �

Exercise 2.1. Prove the second equality of (1) in the above proposition
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Proof.

[∂w, F
λ
z,w]a(z, w) = ∂w Resz e

λ(z−w)a(z, w)− Resz e
λ(z−w)∂wa(z, w)

= Resz ∂w(eλ(z−w)a(z, w))− Resz e
λ(z−w)∂wa(z, w)

= Resz ∂w(eλ(z−w))a(z, w)

= −λFλ
z,w∂wa(z, w)

as we wanted. �

A digression on Superalgebras.

2.4. Definition. A superspace is a vector space V = V0̄⊕V1̄. Similarly a super-
algebra is a Z/2Z-graded associative algebra, this is A = A0̄ ⊕A1̄ and if aα ∈ Aα

then aαaβ ∈ Aα+β .

2.5. Example. End(V ) where V is a superspace, is canonically a superalgebra,
where

End(V )0̄ =
{(

a 0
0 d

)
∈ End(V )

}
, End(V )1̄ =

{(
0 b
c 0

)
∈ End(V )

}
2.6. Definition. If dimV < ∞ then we define the supertrace in End(V ) as
str(A) = tr(a)− tr(d) and the superdimension sdimV = dimV0̄ − dimV1̄.

Denote by p(a) the degree of the homogeneous element a in an associative su-
peralgebra, we call this degree the parity of a. In an associative superalgebra we
define the (super)bracket in the homogeneous elements by:

(2.6.1) [a, b] = ab− p(a, b)ba, p(a, b) = (−1)p(a)p(b).

Exercise 2.2. Prove that the (super)bracket defined above satisfies:
(1) [a, b] = −p(a, b)[b, a]
(2) [a, [b, c]] = [[a, b], c] + p(a, b)[b, [a, c]]

Proof. Multiplying equation (2.6.1) by p(a, b) and noting that p(a, b)2 = 1 we get

p(a, b)[a, b] = p(a, b)ab− ba = −[b, a]

And this proves (1). To prove (2) we expand each side to get

[a, [b, c]] = abc− p(a, b)p(a, c)bca− p(b, c)acb+ p(b, c)p(a, c)p(a, b)cba

[[a, b], c] = −p(a, c)p(b, c)cab+ abc+ p(a, b)p(a, c)p(b, c)cba− p(a, b)bac

p(a, b)[b, [a, c]] = p(a, b)bac− p(b, c)acb− p(a, b)p(a, c)bca+ p(b, c)p(a, c)cab

In the second equation we used (1) and parity identities as p(a, bc) = p(a, b)p(a, c)
which are straightforward to prove. Now it is clear that subtracting the last two
equations from the fist one we get the result. �

2.7. Definition. A superspace endowed with a bracket satisfying the above prop-
erties is called a Lie superalgebra.

2.8. Example. End(V ) with this bracket, where dimV0̄ = m and dimV1̄ = n is
called gl(m|n). We define a subspace as

sl(m|n) =
{
A ∈ gl(m|n)| strA = 0

}
Exercise 2.3. Show that str[A,B] = 0 for every A,B ∈ gl(m|n) hence sl(m|n) is
a subalgebra (even an ideal) of gl(m|n).
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Proof.

A =
(
a b
c d

)
, B =

(
a′ b′

c′ d′

)
hence we can express the bracket of these elements as

(2.8.1) [A,B] =
(
aa′ − a′a+ bc′ + b′c ab′ − b′d+ bd′ − d′c
dc′ − c′a+ ca′ − a′b dd′ − d′d+ cb′ + c′b

)
And now it is clear that

str[A,B] = tr bc′ + tr b′c− tr cb′ − tr c′b = 0

proving the exercise. �

Exercise 2.4. Show that sl(1|1) is nilpotent but sl(m|n) is simple whenever m > 1
or n > 1 and m 6= n.

Proof. From equation (2.8.1) we have sl(1|1)′ ⊂ sl(1|1)0̄. But sl(1|1)0̄ is clearly a
commutative algebra, hence sl(1|1)2 = 0 and sl(1|1) is nilpotent.

Note that in the case m = n the identity matrix is in sl(m|n) and hence the
scalar multiples of the identity form a nontrivial ideal, hence sl(m|m) is not simple.

To give a proof that in the remaining cases g = sl(m|n) is simple, we proceed
as in the sl(n) case. Consider the subalgebra of diagonal matrices h ⊂ g. It acts
on g by the adjoint representation, moreover it acts diagonally, in fact since h ⊂ g0̄

we know exactly what the action of ad(h) is from the classical case. If we define
Ei,j to be the matrix with 1 in the i, j entry and 0 otherwise, εi ∈ h∗ is such that
εi(Ejj) = δij , then we can easily see

[H,Eij ] = (εi − εj)(H)Ei,j

Now we have a gradation of g with respect to h given by

(2.8.2) g = ⊕λ∈h∗gλ gλ = {A ∈ g|[H,A] = λ(H)A∀H ∈ h}
If I ⊂ g is an ideal then it must be graded with respect to (2.8.2) (This is an easy
consequence of the fact that the Vandermonde matrix is invertible). So we have

(2.8.3) I = ⊕λI ∩ gλ

We claim that if I is proper then I ∩ h = {0}. In fact, if this is not the case let
H ∈ I ∩ h.

Assumption (*): Suppose that we can find i 6= j such that Hii 6= Hjj .
Then we have 0 6= [H,Eij ] ∝ Eij ∈ I, hence Ei,j ∈ I. Now we have

(2.8.4) [Ei,j , Ej,i] =

{
Eii − Ejj i, j > m or i, j < m

Eii + Ejj otherwise

is in I. Clearly the diagonal matrices in (2.8.4) generate h so h ⊂ I and from here
is easy to see that I = g a contradiction so we have proved that I ∩ h = 0.

But now let I ⊂ g be a proper ideal. Let 0 6= A ∈ I be any element. Then by
the gradation (2.8.3) we can write A =

∑
Aλ where only a finite number of the Aλ

are different from 0 and each Aλ ∈ I. Now it is clear that there exist i, j such that
Ei,j ∈ I and from (2.8.4) we derive I ∩ h 6= 0 which is absurd, hence I = 0 and g is
simple.

Note that the only assumption that we have made is (*), but clearly if we cannot
find such i, j then H is a multiple of the identity matrix, and this can only happen
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in the m = n case. The above analysis shows that I is either {0}, g or FI, hence I
is a maximal ideal and sl(m|n)/I is simple.

We refer to [2, prop. 2.1.2] for further readings on Lie superalgebras. �

2.9. Definition. Let g be a Lie superalgebra. A pair (a(z), b(w)) of formal g-valued
formal distributions is called local if

(2.9.1) [a(z), b(w)] :=
∑
m,n

[a(m), b(n)]z−1−mw−1−n ∈ g[[z±1, w±1]]

is local.

By the decomposition theorem 1.6 we have for a local pair

(2.9.2) [a(z), b(w)] =
∑

j∈Z+

(
a(w)(j)b(w)

) ∂j
wδ(z, w)
j!

,

where

a(w)(j)b(w) = Resz(z − w)j [a(z), b(w)]

and substituting (1.2.5b) in (2.9.2) and comparing coefficients we get

[a(m), b(n)] =
∑

j∈Z+

(
m

j

)(
a(j)b

)
(m+n−j)

.

2.10. Definition. The λ-bracket of two g-valued formal distributions is defined
by

[aλb] = Fλ
z,w[a(z), b(w)]

= Resz e
λ(z−w)[a(z), b(w)]

=
∑ λj

j!
Resz(z − w)j [a(z), b(w)]

=
∑ λj

j!
(
a(j)b

)
(2.10.1)

2.11. Remark. From the last equation we can guess that the λ-bracket of a local
pair is important because it gives the generating function for the products (a(j)b).

Note also that differentiating the expansion (1.1.3) we get (∂a)(n) = −na(n−1).

2.12. Proposition. The following are properties of the λ-bracket:

(1) (Sesquilinearity) [∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb].
(2) (Skew commutativity) [bλa] = −p(a, b)[a−λ−∂b] if (a, b) is a local pair.
(3) [aλ[bµc]] = [[aλb]λ+µc] + p(a, b)[bµ[aλc]].

Proof. The first equality follows from the following equation:

[∂aλb] = Fλ
z,w[∂za(z), b(w)] = Fλ

z,w∂z[a(z), b(w)] = −λFλ
z,w[a, b] = −λ[aλb]

where we have used the first property in proposition 2.3.
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In order to prove (3) we have

[aλ[bµc]] =Fλ
z,w[a(z), Fµ

x,w[b(x), c(w)]]

=Fλ
z,wF

µ
x,w[a(z), [b(x), c(w)]] by definition

=Fλ
z,wF

µ
x,w[[a(z), b(x)], c(w)]+

+ p(a, b)Fλ
z,wF

µ
x,w[b(x), [a(z), c(w)]] by Ex. 2.2 (2)

=Fλ+µ
x,w Fλ

z,x[[a(z), b(x)], c(w)] + p(a, b)[bµ[aλc]] by prop 2.3 (3)

= [[aλb]λ+µc] + p(a, b)[bµ[aλc]]

�

Exercise 2.5. Prove the second equality in (1) above and property (2).

Proof. For property (1) we have

[aλ∂b] = Fλ
z,w[a(z), ∂wb(w)]

= Fλ
z,w∂w[a(z), b(w)]

= −[∂w, F
λ
z,w][a(z), b(w)] + ∂wF

λ
z,w[a(z), b(w)]

= λ[aλb] + ∂w[aλb]

as we wanted. To prove (2) in the proposition we have again

[bλa] = Fλ
z,w[b(z), a(w)]

= −p(a, b)Fλ
z,w[a(w), b(z)]

= −p(a, b)F−λ−∂w
z,w [a(z), b(w)]

= −p(a, b)[a−λ−∂b]

�

2.13. Definition. Let R be a C[∂]-module endowed with a C linear map

R⊗R → C[λ]⊗R,
called λ-bracket and denoted [aλb] such that properties (1)-(3) hold. Then R is
called a Conformal Lie Algebra

3. Lie conformal algebras

Let us recall the definition of Lie conformal algebra given in the previous
lecture.

3.1. Definition. A C[∂]-module R is called a Lie conformal super-algebra if it is
equipped with a C-bilinear map

(3.1.1) [ λ ] : R⊗R 7→ C[λ]⊗R
satisfying the following equations:

[∂aλb] = −λ[aλb],
[aλ∂b] = (∂ + λ)[aλb],(3.1.2)
[bλa] = −p(a, b)[a(−λ−∂)b],

[aλ[bµc]] = [[aλb]λ+µc] + p(a, b)[bµ[aλc]].
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The map (3.1.1) is called a λ-bracket.
In what follows we will sometimes abusively omit the prefix “super-” referring

to superalgebras.
Now we are going to discuss a relation between Lie conformal algebras and the

so-called formal distribution Lie superalgebras.

Relation of Lie conformal algebras to formal distribution Lie superalge-
bras.

3.2. Definition. A formal distribution Lie superalgebra (g,R) is a pair where
g is a Lie superalgebra and R is a space of g-valued formal distributions which are
pairwise local, closed under all j-th products, invariant under ∂z and the coefficients
of all distributions from R span the whole Lie algebra g. (g,R) is said to be in
E-relation to (g1,R1) if there exists a surjective homomorphism g → g1 inducing
an isomorphism R ∼= R1. The equivalence relation between formal distribution Lie
superalgebras is obtained by extending this E-relation by symmetry and transitiv-
ity.

Last time we proved that for any such pair (g,R) R is a Lie conformal superal-
gebra, where ∂ = ∂z and [aλb] = Fλ

z,w[a(z), b(w)]. Now we might ask if for any Lie
conformal algebra there exists a corresponding Lie superalgebra.

3.3. Proposition. The map (g,R) → R establishes a bijection between equiva-
lence classes of formal distribution Lie superalgebras and isomorphism classes of
Lie conformal algebras.

Proof.
Given a Lie superalgebra we know how to construct a Lie conformal algebra.

Conversely, given a Lie conformal algebra R, construct a Lie superalgebra Lie(R)
whose vector space is a quotient

(3.3.1) Lie(R) = R[t, t−1]/I

where I is a subspace spanned by the elements { ¯(∂a)n + nān−1|n ∈ Z}, where

ān = atn , a ∈ R .

To define a Lie bracket on space (3.3.1) we introduce the following algebra struc-
ture1 on R[t, t−1]

(3.3.2) [ām, b̄n] =
∑

j∈Z+

(
m

j

)
(a(j)b)m+n−j

.

The following exercise shows that (3.3.2) induces an algebra structure on quotient
space (3.3.1)

Exercise 3.1. Prove that I is an ideal in the algebra (R[t, t−1], [ , ]).

Proof. We mention that the first two equations in (3.1.2) are equivalent to the
following identities for j-brackets

(3.3.3) (∂a(j)b) = −j(a(j−1)b) , (a(j)∂b) = ∂(a(j)b) + j(a(j−1)b) .

1Notice that the algebra we get on R[t, t−1] is neither Lie nor associative.
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Using equations (3.3.3) we easily show that I is indeed an ideal in R[t, t−1]. We
just mention that if we substitute an element of I as the first argument in (3.3.2)
we get zero identically

[(∂a)m +mām−1, b̄n] =

=
∑
j≥0

(
m

j

)
(∂a(j)b)tm+n−j +m

∑
k≥0

(
m− 1
k

)
(a(k)b)tm+n−k−1 =

= −
∑
j>0

j

(
m

j

)
(a(j−1)b)tm+n−j +

∑
k≥0

(m− k)
(
m

k

)
(a(k)b)tm+n−(k+1)

= −
∑
j≥0

(m− j)
(
m

j

)
(a(j)b)tm+n−j−1 +

∑
k≥0

(m− k)
(
m

k

)
(a(k)b)tm+n−(k+1)

= 0.

If we instead substitute an element of I as the second argument in (3.3.2) we get
a non-zero sum belonging to I

[ām, (∂b)n + nb̄n−1] =
∑
j≥0

(
m

j

)
(a(j)∂b)tm+n−j + +n

∑
k≥0

(
m

k

)
(a(k)b)tm+n−k−1 =

=
∑
j≥0

(
m

j

)
(∂(a(j)b) + j(a(j−1)b))tm+n−j + +n

∑
k≥0

(
m

k

)
(a(k)b)tm+n−k−1

= . . .−
∑
j≥0

(
m

j

)
(m+ n− j)(a(j)b)tm+n−j−1 +

∑
j>0

(
m

j

)
j(a(j−1)b)tm+n−j+

+
∑
k≥0

n

(
m

k

)
(a(k)b)tm+n−k−1

= . . .+
∑
j>0

(
m

j

)
j(a(j−1)b)tm+n−j −

∑
j≥0

(
m

j

)
(m− j)(a(j)b)tm+n−j−1 ∈ I,

where . . . stands for some elements of I . �

3.4. Remark. The other two equations in (3.1.2) imply that R[t, t−1]/I is a Lie
algebra. To prove this one can either do all the calculations or to mention that we
defined the algebra Lie(R) in such a way that the anti-symmetry property and the
Jacobi identity for Lie(R) are equivalent to the last two equations in (3.1.2).

We define a Lie conformal algebra corresponding to Lie(R) as the set

(3.4.1) R̄ = {
∑
n∈Z

atnz−n−1 | a ∈ R} .

By definition there is a one-to-one correspondence between elements of R̄ and
elements of R given by the map

(3.4.2) a ∈ R 7→ ā(z) =
∑
n∈Z

atnz−n−1 ∈ R̄ .
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An obvious calculation shows that

∂zā(z) = (∂a)(z) up to elements of I ,

the elements of R̄ are pairwise local

[ā(z), b̄(w)] =
∑

j∈Z+

(a(j)b)(w)
∂j

j!
δ(z, w)

and the Lie conformal algebras R and R̄ are isomorphic.
Now we have to show that if R is a Lie conformal algebra corresponding to a

formal distribution Lie superalgebra (g,R) then (g,R) is isomorphic to (LieR, R̄)
as a formal distribution Lie superalgebra. For this we define a map φ : LieR 7→ g

(3.4.3) φ(atm) = Reszaz
m .

The following calculation

φ(∂atm +matm−1) = Resz((∂za)zm) +Resz(mazm−1) = −mam−1 +mam−1 = 0

shows that the map φ is defined correctly. By definition of the formal distribu-
tion Lie superalgebra φ is surjective and induces isomorphism of the associated
Lie conformal algebras. By construction of the Lie bracket (3.3.2) in LieR, φ is
homomorphism of Lie algebras.

Thus the proposition follows.

3.5. Definition. An ideal I ⊂ g where (g,R) is a formal distribution Lie superal-
gebra, is called irregular if all the coefficients of a(z) ∈ R lie in I if and only if
a(z) = 0.

It follows from the proof of prop. 3.3 that (Lie(R), R̄) is the maximal formal
distribution Lie superalgebra corresponding to R, in the sense that any other is a
quotient of the former by an irregular ideal.

3.6. Example (Virasoro Algebra). It is a Lie algebra with a basis {Lm, m ∈ Z, C}
and the following commutation relations

(3.6.1) [Lm, Ln] = (m− n)Lm+n + δm,−n
m3 −m

12
C ,

where C is a central element.
This algebra is a central extension of the Lie algebra of vector fields on C×.

Namely, if we set L̄m = −zm+1∂z then we get the same formula as above but
without the central element, i. e. [L̄m, L̄n] = (m− n)L̄m+n .

We are going to construct formal distributions valued in this algebra. For this
we set

L(z) =
∑
n∈Z

Lnz
−n−2 .

Note the unusual exponent −n− 2, hence L(n) = Ln−1.The relations (3.6.1) are
equivalent to

(3.6.2) [L(z), L(w)] = ∂wL(w)δ(z, w) + 2L(w)∂wδ(z, w) +
C

12
∂3

wδ(z, w) .
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Hence {L(z), C} is a local family and in terms of λ-brackets (3.6.2) is equivalent to

[LλL] = (∂ + 2λ)L+
λ3

12
C, [CλL] = 0 .

In other words

L(0)L = ∂L, L(1)L = 2L, L(3)L =
C

2
, L(j)C = 0 , L(j)L = 0 otherwise .

Using the λ-bracket we can recover the relations (3.6.1)

[L(m), L(n)] =
∑

j∈Z+

(
m

j

)
(L(j)L)(m+n−j)

=
(
L(0)L

)
(m+n)

+m
(
L(1)L

)
(m+n−1)

+
(
m

3

)(
C

2

)
(m+n−3)

= (∂L)(m+n) + 2mL(m+n−1) +
m(m− 1)(m− 2)

12
C(m+n−3)

= (m− n)L(m+n−1) +
m(m− 1)(m− 2)

12
C(m+n−3)

= (m− n)L(m+n−1) + δm+n,−2
m(m− 1)(m− 2)

12
C .

The latter gives (3.6.1) after an obvious shift L(n+1) = Ln .
The corresponding Lie conformal algebra is given by

Vir = C[∂]L+ CC, ∂C = 0 .

Moreover, since in this case the map (3.4.3) is an isomorphism from Lie(Vir) to
(3.6.1) the Virasoro algebra is the maximal formal distribution Lie algebra corre-
sponding the Lie conformal algebra Vir .

Exercise 3.2. Prove that

R = ⊕i∈IC[∂]ai + CC, ∂C = 0

as a C[∂]-module if and only if {ai
n, C−1 |i ∈ I, n ∈ Z} form a basis of Lie(R).

This characterizes the maximal formal distribution Lie algebra associated to R.

Proof. ⇐. If {ai
n, C−1 |n ∈ Z} form a basis of Lie(R) then R̄ ∼= R is generated

by elements ai(z) =
∑

n∈Z a
i
nz
−n−1 and C by applying ∂. To prove that the R̄ is

freely generated by the action ∂ we mention that

Resza
i(z) = ai

0

and

Resz
∂k

z

(k − 1)!
ai(z) = ai

−k

for k > 0. Hence if R̄ is not freely generated by ∂ the elements ai
n would be linearly

dependent. The latter contradicts to the assumption that ai
n form a basis in LieR

and the implication ⇐ is proved.
⇒. Let now

R = ⊕i∈IC[∂]ai + CC, ∂C = 0
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as a C[∂]-module. Then the elements ai
n and C−1 obviously form a generating set

of LieR since ∀ k > 0
1
k!

(∂kai)n = (−1)k

(
n

k

)
ai

n−k

and ∀ k 6= −1 Ck = Ctk = −(∂C)tk+1/(k + 1) = 0 .
If some finite sum ∑

i,k

αk
i a

i
k = 0 , αk

i ∈ C

then
Resz

∑
i,k

αk
i z

kai(z) = 0 .

Hence

R̄ 6= ⊕i∈IC[∂]ai + CC, ∂C = 0 ,
and the statement follows. �

3.7. Example. Neveu-Schwarz (NS) Lie superalgebra. It is a Lie conformal
superalgebra whose C[∂]-module is

NS = C[∂]L⊕ C[∂]G⊕ CC , ∂C = 0 ,

where L and C are even and G is odd. The respective λ-brackets are defined as

[LλL] = (∂ + 2λ)L+
λ3

12
C

[LλG] =
(
∂ +

3
2
λ

)
G(3.7.1)

[GλG] = L+
λ2

6
C

[Cλ · ] = 0

Exercise 3.3. Check that this is a Lie conformal superalgebra. Write

L(z) =
∑
n∈Z

Lnz
−n−2 ,

G(z) =
∑

n∈ 1
2+Z

Gnz
−n−3/2

and derive all the brackets.

Proof. Since λ-brackets (3.7.1) are defined on generators of C[∂]-module we have
to check only the last two relations in (3.1.2). Since ∂C = 0 we get

[LλL] = (∂ + 2λ)L+
λ3

12
C = −(∂ + 2(−λ− ∂))L− (−λ− ∂)3

12
C = −[L−λ−∂L] ,

[GλG] = L+
λ2

6
C = L+

(−λ− ∂)2

6
C = [G−λ−∂G] ,

and the analogous relation for [LλG] is just a definition of the λ-bracket between
G and L

[GλL] = (
1
2
∂ +

3
2
λ)G
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Thus we are left with Jacobi identity. We remark that it suffices to check it
for one permutation of any three elements. While this is hard to prove directly, it
follows from the symmetry of Jacobi in a Lie superalgebra. Indeed suppose we know
the first three relations hold in our conformal algebra, and Jacobi holds for some
permutation of any three elements. We can associate a (not necessarily Lie) algebra
A to our conformal superalgebra. The associated bracket will satisfy antisymmetry
and Jacobi for all elements, hence A is in fact a Lie Algebra, and Jacobi must hold
for all elements in our conformal algebra as well.

In the sector [G·[G·G]] the Jacobi identity holds for the following lines of com-
putations

[Gλ[GµG]] = [[GλG]λ+µG]− [Gµ[GλG]]
[GλL] = [Lλ+µG]− [GµL]

∂ + 3λ
2

G = (∂ +
3
2
(λ+ µ))G− 1

2
(∂ + 3µ)G

The following calculations prove the Jacobi identity in the sector [L·[L·G]]

[Lλ[LµG]]− [Lµ[LλG]] = (∂ + λ+
3
2
µ)[LλG]− (µ↔ λ)

= (λ− µ)∂G+
3
2
(λ2 − µ2)G

= [(∂ + 2λ)Lλ+µG]
= [[LλL]λ+µG] .

The Jacobi identity in the sector [L·[G·G]] follows from

[(∂ +
3
2
λ)Gλ+µG] + [Gµ(∂ +

3
2
λ)G] = (

λ

2
− µ)[Gλ+µG] + (∂ + µ+

3λ
2

)[GµG]

= (∂ + 2λ)L+
λ3

12
C .

We omit the proof of the Jacobi identity in the sector [L·[L·L]] since the λ-bracket
[LλL] is the same as in the conformal Lie superalgebra Vir .

Thus the Neveu-Schwarz Lie superalgebra is indeed a Lie conformal superalgebra.
Using λ-brackets (3.7.1) we get

[L(z), L(w)] = ∂wL(w)δ(z, w) + 2L(w)∂wδ(z, w) +
C

12
∂3

wδ(z, w)

[L(z), G(w)] = ∂wG(w)δ(z, w) +
3
2
G(w)∂wδ(z, w)(3.7.2)

[G(z), G(w)] = L(w)δ(z, w) +
C

6
∂2

wδ(z, w)

The brackets of the corresponding formal distribution Lie superalgebra are of
the form

[Lm, Ln] = (m− n)Lm+n + δ(z, w)n,−m
m3 −m

12
C

[Lm, Gn] =
(m

2
− n

)
Gm+n(3.7.3)

[G(z), G(w)] = Lm+n +
C

6

(
m2 − 1

4

)
δ(z, w)n,−m
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where C is a central element. �

3.8. Definition. Let V = V0̄ ⊕ V1̄ be a (super)space. A (super)symmetric
bilinear form (·|·) is a map

(·|·) : V ⊗ V 7→ C
which is zero on the subspaces V0̄⊗V1̄ and V1̄⊗V0̄. It is symmetric on the subspace
V0̄ ⊗ V0̄ and antisymmetric on the subspace V1̄ ⊗ V1̄ .

3.9. Definition. If a (super)space V = V0̄ ⊕ V1̄ is endowed with an action of a
Lie (super)algebra g then a bilinear form (·|·) is called invariant if for any three
homogeneous elements X ∈ g , v, w ∈ V

(Xv,w) + p(v,X)(v,Xw) = 0 .

3.10. Definition. If the (super)space is V = g and the action of g on V is the
adjoint action then an invariant bilinear form (·|·) on g is called adjoint invariant.

3.11. Example (Kac-Moody Affinization). Let g be a finite dimensional Lie (su-
per)algebra and (·|·) be a (super)symmetric adjoint invariant bilinear form on g .
Consider the associated loop algebra

g̃ = g⊗ C[t, t−1] = g[t, t−1] ,

and define a central extension of g̃

ĝ = g[t, t−1] + CK
with the following commutation relations

(3.11.1) [atm, btn] = [a, b]tm+n +mδm,−n(a|b)K ,

where K is a central element.

The supersymmetry property and the adjoint invariance of the pairing (·|·) im-
plies that the bracket (3.11.1) defines a Lie superalgebra.

Consider now the following formal distributions called currents: for a ∈ g let
a(z) =

∑
n∈Z(atn)z−1−n.

Exercise 3.4. Show that (3.11.1) is equivalent to

(3.11.2) [a(z), b(w)] = [a, b](w)δ(z, w) +K(a|b)∂wδ(z, w) , a, b ∈ g .

Proof. This is shown by the following straightforward calculation

[a(z), b(w)] =
∑

m,n∈Z
[atm, btn]z−1−mw−1−n

=
∑

m,n∈Z
[a, b]tm+nw−1−m−nz−1−mwm +

∑
m∈Z

K(a|b)mz−1−mwm−1

= [a, b](w)δ(z, w) +K(a|b)∂wδ(z, w)

The corresponding Lie conformal algebra is

Curg = C[∂]g⊕ CK ,

[aλb] = [a, b] + (a|b)λK , a, b ∈ g ,

[Kλa] = 0 .

If g is commutative then Curg is called the Conformal algebra of free bosons.
�
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3.12. Example (Clifford Affinization). Let A = A0̄ ⊕ A1̄ be a (super)space with
a skew-supersymmetric bilinear form < ·, · > (this means that the form is skew-
symmetric in the even part, symmetric in the odd part and both parts are orthog-
onal).

The Clifford Affinization is the Lie superalgebra Â = A[t, t−1] + CK with the
following Lie bracket

(3.12.1) [ϕtm, ψtn] = Kδm,−1−n < ϕ,ψ > , ϕ, ψ ∈ A .

The skew-symmetry of the bracket follows directly from the definition of the skew-
supersymmetric bilinear form < ·, · > . The Jacobi identity of bracket (3.12.1) is
trivial.

The free fermions are defined as ϕ(z) =
∑

m∈Z(ϕtm)z−m−1 where ϕ ∈ A. Then
relations (3.12.1) are equivalent to

[a(z), b(w)] = K < a, b > δ(z, w)

and the corresponding Lie conformal superalgebra looks as follows.

F (A) = C[∂]A+ CK , ∂K = 0 , [aλb] =< a, b > K , a, b ∈ A .

4. Normally ordered products

Last time we constructed Lie(R) for any Conformal Lie algebra R. In the next
exercise recall that a derivation T of a superalgebra is defined to be an homogeneous
endomorphism of parity p(T ) such that

T (ab) = T (a)b+ (−1)p(a)p(T )aT (b)

Exercise 4.1. Lie(R) has the following well-defined even derivation.

T (ān) = −nān−1 (n ∈ Z)

Proof. It is clear that T (I) = 0 since T ( ¯(∂a)n+nān−1) = −n ¯(∂a)n−1+(n−1)ān−2 ∈
I. The rest of the exercise is just the definition of the lie bracket in Lie(R):

[T (am), bn] + [am, T (bn)] = −m[am−1, bn]− n[am, bn−1] =

= −
∑
j≥0

(
m− 1
j

)
m
(
a(j)b

)
(m+n−j−1

)−
∑
j≥0

(
m

j

)
n
(
a(j)

)
(m+n−j−1)

= −
∑
j≥0

(
m

j

)
(m− j)

(
a(j)b)(m+n−j−1) −

∑
j≥0

(
m

j

)
n
(
a(j)b

)
(m+n−j−1)

= −
∑
j≥0

(
m

j

)
(m+ n− j)

(
a(j)b)(m+n−j−1)

= T

∑
j≥0

(
m

j

)(
a(j)b

)
(m+n−j)


= T

(
[am, bn]

)
�

Now we cite for completeness a Theorem without proof
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4.1. Theorem. A simple finitely generated, as C[∂]-module, Conformal Lie alge-
bra is isomorphic to either V ir/CC or to Curg/CK, where g is a simple finite
dimensional Lie algebra.

Operator Product Expansion.

4.2. Definition. The Operator Product Expansion for a local pair of g-valued
formal distributions is defined to be

(4.2.1) [a(z), b(w)] =
∑

(a(j)b)(w)∂j
wδ(z, w)/j!

where
a(w)(j)b(w) = Resz[a(z), b(w)](z − w)j , j ∈ Z+

Physicists usually write this OPE as

a(z)b(w) =
∑
j∈Z

a(w)(j)b(w)
(z − w)j+1

writing only what is called as the “regular” part of the OPE

For calculations this notation is very useful and this can be seen in the following
exercise:

Exercise 4.2. Prove that for any local pair a(z), b(w) the following equation holds:

a(z)b(w) =
∑

j∈Z+

a(w)(j)b(w)iz,w
1

(z − w)j+1
+ : a(z)b(w) :

And the ordered product : a(z)b(w) : is defined below

Proof. Recall from (1.2.5a) that:

∂j
w

j!
δ(z, w) = iz,w

1
(z − w)j+1

− iw,z
1

(z − w)j+1

replacing this expression in (4.2.1) and taking only the negative powers of z we get
(using (4.3.1)):

[a(z)−, b(w)] =
∑
j≥0

(
a(j)b

)
(w)iz,w

1
(z − w)j+1

Hence we have:∑
j≥0

(
a(j)b

)
(w)iz,w

1
(z − w)j+1

+ : a(z)b(w) := a(z)b(w)

as we wanted. �

4.3. Definition. Given two U-valued formal distributions a(z), b(z), where U is an
associative superalgebra, we define a U-valued formal distribution in 2 indetermi-
nates : a(z)b(w) : by

: a(z)b(w) := a(z)+b(w) + p(a, b)b(w)a(z)−
where we have

a(z)+ =
∑

n≤−1

a(n)z
−1−n

a(z)− =
∑
n≥0

a(n)z
−1−n

(4.3.1)



VERTEX ALGEBRAS 21

We remark that the partition given in (4.3.1) is the only one with the properties
that (

∂za(z)
)
± = ∂z

(
a(z)±

)
(4.3.2a)

Resz a(z)iz,w
1

(z − w)n+1
=
∂n

wa(w)+
n!

(4.3.2b)

Resz a(z)iw,z
1

(z − w)n+1
= −∂

n
wa(w)−
n!

(4.3.2c)

and the second and third properties are called the Formal Cauchy Formulas.
To prove the first Formal Cauchy Formula we calculate

Resz a(z)iz,w
1

(z − w)
= Resz

∑
n

a(n)z
−1−nz−1

∑
m≥0

(w
z

)m

=
∑
m≥0

a(−m−1)w
m

= a(w)+

Differentiating both sides, we get the Cauchy Formula.
The product : a(z)b(w) : is called the regular part the OPE and expanding in

Taylor series we get

: a(z)b(w) :=
∑
j≥0

: ∂ja(z)b(w) :
j!

(z − w)j

And we denote

(4.3.3) a(w)(−1−j)b(w) =
: ∂ja(w)b(w) :

j!
where we use the analogous formula to definition 4.3 for the normally ordered
product:

: a(z)b(z) : = a+(z)b(z) + p(a, b)b(z)a(z)−

=
∑
n∈Z

: ab :(n) z
−1−n(4.3.4)

and

: ab :(n)=
−∞∑

j=−1

a(j)b(n−j−1) + p(a, b)
∞∑

j=0

b(n−j−1)a(j)

Completions. We shall work in the following setup: g is a Lie superalgebra with
a descending Z-filtration:

· · · ⊃ g−1 ⊃ g0 ⊃ g1 ⊃ . . .

with g = ∪gi, ∩gj = 0 and [gi, gj ] ⊂ gi+j

4.4. Example. The Lie conformal algebra g = Vir satisfies these conditions, where

gj =
∑
i≥j

CLi if j > 0

gj = CC +
∑
i≥j

Li if j ≤ 0
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Exercise 4.3. Let R = ⊕C[∂]ai +C where the sum is finite, prove that there exist
a Z-filtration as above in Lie(R).

Proof. we know by Ex.3.2 that {ai
n, C−1}n∈Z form a basis for Lie(R). We have

∀ i, k ∈ I that there exists jik such that ai
(j)a

k = 0 for all j ≥ jik. Now taking
j = max jik and defining (Lie(R))n to be

∑
k≥n−j a

i
k we are done. �

Let U be an enveloping algebra of g such that ∩Ugj = 0. For example U = U(g)
satisfies the condition, where U(g) is the universal enveloping algebra of g. We
construct a completion Ucomp of U consisting of infinite series

∑
i∈I ui such that

for each N , all but finitely many of the u′is lie in UgN .

4.5. Lemma. For any u ∈ U and N ∈ Z there exists M ∈ Z such that gMu ⊂ UgN .

Proof. We may assume that u is a product of n elements from g. We prove the
lemma by induction on n. If n = 1 then u ∈ g hence it lies in some member of the
filtration gs for some s, hence defining M = max{N,N − s} we are done, indeed

gMu = [gM , u] + ugM ⊂ gM+s + UgN

Now if n > 1 we write u = u1u2, where u1 ∈ gs and u2 is a product of n − 1
elements. Now we apply the inductive assumption, and it goes like

gMu = gMu1u2 = [gM , u1]u2 ± u1[gM , u2] + u1u2gM

Now the first and the last term clearly satisfies the lemma for M sufficiently large.
The rest is included in the exercise

Exercise 4.4. Complete the proof of the lemma

We need: For every N ∈ Z and u = u1u2 · · ·un ∈ U where ui ∈ gsi
there exists

M ∈ Z such that gMu ⊂ UgN .
We prove this by induction on n. If n = 1 we can take M = N − i1. For n > 1,

we have
[gM , u1 · · ·un] = u1 · · ·un−1[gM , un] + [gM , u1 · · ·un−1]un

By induction, we can select M1 such that [gM1 , un−1] ⊂ UgN−in
. Then we have

[gM , u1 · · ·un−1]un ⊂ UgN−in
un ⊂ UgN . Now take M = min{N − in,M1} and we

are done.
�

This lemma implies that if
∑
ui,
∑
vj ∈ Ucomp then the product

∑
i,j uivj is in

Ucomp as well. Indeed, fix N ∈ Z and by the lemma, ∀v, ∃Mv such that gMvv ∈
UgN . All but finitely many of the vj are in UgN and for those uivj ∈ UgN . There
are hence finitely many vj 6∈ UgN , say {v1, . . . vk}, and for each one finitely many
ui such that uivj 6∈ UgN .

4.6. Definition. An Ucomp-valued formal distribution a(z) =
∑

n∈Z a(n)z
−1−n is

called continuous if for each N , a(n) ∈ UcompgN for n >> 0.
From now on Uc[[z, z−1]] denotes the space of all Ucomp-valued formal distribu-

tions.

4.7. Proposition. The space Uc[[z, z−1]] is closed under all j-th products and under
∂z.
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Proof. Due to Ex.4.5 it is enough to prove for normal ordered products.

(4.7.1) : ab :(n)=
−∞∑

j=−1

a(j)b(n−j−1) + p(a, b)
∞∑

j=0

b(n−j−1)a(j)

We need to check that : ab :(n)∈ Ucomp and that : ab :(n)∈ UcompgN for n large
enough but both statements follow from the lemma above. �

Exercise 4.5. Prove the statement for j ≥ 0.

Proof.(
a(j)b

)
(n)

= Resw Resz w
n(z − w)j [a(z), b(w)]

=
∑
l,k,m

Resz Resw

(
j

k

)
(−1)kw−1+n+j−k−lz−1+k−m[a(m), b(l)]

=
∑
k≥0

(−1)k

(
j

k

)
[a(k), b(n+j−k)]

By the lemma, each summand is in Ucomp and since the sum is finite, we see that(
a(j)b

)
(n)

is in Ucomp. To prove a(j)b is continuous, fix an N and take m such that
b(n) ∈ UcompgN for all n ≥ m. Now for each k = 0, . . . , j, there exists nk such that
b(n)a(k) ∈ UcompgN whenever n ≥ nk. Taking M = max{m,n0, n1, . . . , nj}, we see
that

(
a(j)b

)
(n)

∈ UcompgN for all n ≥M . �

5. Wick formulas

We are still working in the setup of the last lecture. It means that U is a quotient
of an universal enveloping (super)algebra of a Z-filtered Lie (super)algebra g.

5.1. Example. Let g be a Lie (super)algebra and ĝ = g[t, t−1] + CK, be its Kac-
Moody affinization. Here ĝ is filtered by the degree of t and K is a central element.
U = Uk := U(ĝ)/(K − k), k ∈ C is a quotient of an universal enveloping algebra of
ĝ.

Next we consider a completion of U which we denote by Ucomp. And as in the last
lecture we denote by Uc[[z, z−1]] the space of all continuous Ucomp-valued formal
distributions.

Recall that for n ∈ Z+ we have defined:{
a(w)(n)b(w) = Resz(z − w)n[a(z), b(w)]
a(w)(−1−n)b(w) = :∂n

wa(w)b(w):
n! ,

where the ordered product was defined in (4.3.4). Now we can give a general formula
for nth-products:

5.2. Proposition.

(5.2.1) a(w)(n)b(w) = Resz

(
iz,w(z −w)na(z)b(w)− iw,z(z −w)np(a, b)b(w)a(z)

)
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Proof. For n ≥ 0,

Resz

(
iz,w(z − w)na(z)b(w)− iw,z(z − w)np(a, b)b(w)a(z)

)
=

= Resz

(
(z − w)na(z)b(w)− (z − w)np(a, b)b(w)a(z)

)
= Resz

(
(z − w)n(a(z)b(w)− p(a, b)b(w)a(z))

)
= Resz((z − w)n[a(z), b(w)]) = a(w)(n)b(w)

For n < 0 we use the formal Cauchy formulas (4.3.2b) and (4.3.2c):

a(w)(−1−n)b(w) =
: ∂n

wa(w)b(w) :
n!

=
(

(∂n
wa(w))+b(w) + p(a, b)b(w)(∂n

wa(w))−

)
/n! =

= (Resz a(z)iz,w
1

(z − w)n+1
)b(w)− b(w)(Resz a(z)iw,z

1
(z − w)n+1

)

= Resz

(
iz,w(z − w)−n−1a(z)b(w)− iw,z(z − w)−n−1p(a, b)b(w)a(z)

)
�

Exercise 5.1. Prove the following equality called sesquilinearity:

(∂a)(n)b : = ∂wa(w)(n)b(w) = −na(n−1)b

∂(a(n)b) = ∂a(n)b+ a(n)∂b

Proof. Expand the first term of (5.2.1) using the formula for a derivative of a
product as following:

Resz iz,w(z − w)n∂za(z)b(w) = Resz ∂z

(
iz,w(z − w)na(z)

)
b(w)

= −Resz

(
∂ziz,w(z − w)n

)
a(z)b(w)

= −Resz

(
∂ziz,w(z − w)n

)
a(z)b(w)

= −nResz iz,w(z − w)n−1a(z)b(w)

(5.2.2a)

Similarly we get:

p(a, b) Resz iw,z(z − n)nb(w)∂za(z) =(5.2.2b)

= −np(a, b) Resz iw,z(z − w)n−1b(w)a(z)

Now adding (5.2.2a) and (5.2.2b) we get:

(∂a)(n)b = Resz iz,w(z − w)n∂za(z)b(w)− p(a, b) Resz iw,z(z − n)nb(w)∂za(z)

= −nResz iz,w(z − w)n−1a(z)b(w) + np(a, b) Resz iw,z(z − w)n−1b(w)a(z)
= −na(n−1)b
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Now we prove that ∂ is a derivation of all n-products:

∂
(
a(n)b

)
= ∂w Resz (iz,w(z − w)na(z)b(w)− iw,z(z − w)np(a, b)b(w)a(z))

= Resz(−niz,w(z − w)n−1a(z)b(w) + iz,w(z − w)na(z)∂wb(w) +

+niw,z(z − w)n−1p(a, b)b(w)a(z)− iw,z(z − w)np(a, b)∂wb(w)a(z))

= −nResz

(
iz,w(z − w)n−1a(z)b(w)− iw,z(z − w)n−1p(a, b)b(w)a(z)

)
+

+Resz (iz,w(z − w)na(z)∂wb(w)− iw,z(z − w)np(a, b)∂wb(w)a(z))
= (∂a)(n)b+ a(n)(∂b)

�

Next we have the following identity for any n ∈ Z:

(5.2.3) [aλ

(
b(n)c

)
] =

∑
k∈Z+

λk

k!
[aλb](n+k)c+ p(a, b)b(n)[aλc]

Exercise 5.2. Taking
∑

n∈Z+

µn

n! of both sides, we get the Jacobi identity for the
λ-bracket given in Proposition 2.12.

Proof. The left hand side is converted to:

∑
n∈Z+

µn

n!
[aλb(n)c] = [aλ

∑ µn

n!
b(n)c] = [aλ[bµc]]

And the right hand side is:

∑
n,k∈Z+

µn

n!
λk

k!
[aλb](n+k)c+ p(a, b)

∑
n∈Z+

µn

n!
b(n)[aλc] =

=
∑

n,k∈Z+

(
n+ k

n

)
1

(n+ k)!
µnλk[aλb](n+k)c+ p(a, b)[bµ[aλc]]

=
∑

m∈Z+

(µ+ λ)m

m!
[aλb](m)c+ p(a, b)[bµ[aλc]]

= [[aλb]λ+µc] + p(a, b)[bµ[aλc]]

Now equating the with the left hand side we get the Jacobi identity. �

Exercise 5.3. Replacing b by ∂b in (5.2.3) we get the same identity for n replaced
by n− 1 if n ≤ −1.

Proof. The left hand side of (5.2.3) is converted into:

[aλ((∂b)(n)c)] = [aλ − (nb(n−1)c)] = −n[aλ(b(n−1)c)]
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On the other hand the right hand side is converted into:

∑
k∈Z+

λk

k!
[aλ∂b](n+k)c+ p(a, b)∂b(n)[aλc] =

=
∑ λk

k!
(λ+ ∂)[aλb](n+k)c− np(a, b)b(n−1)[aλc]

=
∑ λk+1

k!
[aλb](n+k)c+

∑ λk

k!
∂[aλb](n+k)c− np(a, b)b(n−1)[aλc]

=
∑ λk+1

k!
[aλb](n+k)c+−

∑ λk

k!
(n+ k)[aλb](n−1+k)c− np(a, b)b(n−1)[aλc]

= −n
(∑ λk

k!
[aλb](n−1+k)c+ p(a, b)b(n−1)[aλc]

)
Now equating both sides we get the result. �

We return to (5.2.3). From the last two exercises we see that it is enough to
consider the case when n = −1. In this case (5.2.3) reads:

[aλ : bc :] =: [aλb]c : +
∑
k≥1

λk

k!
[aλb](k−1)c+ p(a, b) : b[aλc] :

Rewriting the sum we get:

∑
k∈Z+

λk+1

(k + 1)!
[aλb](k)c =

∫ λ

0

[[aλb]µc]dµ

Hence we can write this case of (5.2.3) as:

(5.2.4) [aλ : bc :] =: [aλb]c : +p(a, b) : b[aλc] : +
∫ λ

0

[[aλb]µc]dµ

This is known as the non-abelian Wick formula.
Question: Is it true that sesquilinearity and identity (5.2.3) are the only iden-

tities satisfied by arbitrary elements from Uc[[z, z−1]] ?

Proof. of (5.2.3): the left hand side is:

[a(w)λ(b(w)(n)c(w))] = Resz e
λ(z−w)[a(z), (b(w)(n)c(w))]

= Resz e
λ(z−w) Resx[a(z), b(x)c(w)]ix,w(x− w)n −(5.2.5)

−p(b, c) Resz e
λ(z−w) Resx[a(z), c(w)b(x)]iw,x(x− w)n

Now using the identity [a, bc] = [a, b]c+ p(a, b)b[a, c] we write the first term as:
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I = Resz Resx e
λ(z−w)[a(z), b(x)]c(w)ix,w(x− w)n +

+p(a, b) Resz Resx e
λ(z−w)b(x)[a(z), c(w)]ix,w(x− w)n

= Resz Resx e
λ(z−w)[a(z), b(x)]c(w)ix,w(x− w)n +

+p(a, b) Resx b(x)ix,w(x− w)n Resz e
λ(z−w)[a(z), c(w)]

= Resx e
λ(x−w)ix,w(x− w)n[a(x)λb(x)]c(w) +

+p(a, b) Resx b(x)[a(w)λc(w)]ix,w(x− w)n

= Resx

∑
j≥0

λj

j!
ix,w(x− w)n+j [a(x)λb(x)]c(w) +

+p(a, b) Resx b(x)[a(w)λc(w)]ix,w(x− w)n

We write the second term as:

J = −p(b, c) Resz Resx e
λ(z−w)[a(z), c(w)b(x)]iw,x(x− w)n

= −p(b, c) Resx Resz e
λ(z−w)[a(z), c(w)]b(x)iw,x(x− w)n +

+p(b, c)p(a, c) Resx Resz e
λ(z−w)c(w)[a(z), b(x)]iw,x(x− w)n

= −p(b, c) Resx[a(w)λc(w)]b(x)iw,x(x− w)n

+p(b, c)p(a, c) Resx c(w)Resz e
λ(z−x)eλ(x−w)[a(z), b(x)]iw,x(x− w)n

= −p(b, c) Resx[a(w)λc(w)]b(x)iw,x(x− w)n +

+p(ab, c)Resx c(w)eλ(x−w) Resz e
λ(z−x)[a(z), b(x)]iw,x(x− w)n

= −p(b, c)Resx[a(w)λc(w)]b(x)iw,x(x− w)n +

+p(ab, c) Resx c(w)
∑
j≥0

λj

j!
[a(x)λb(x)]iw,x(x− w)n+j
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Now adding up both terms we get:

I + J = [a(w)λ(b(w)(n)c(w))]

= Resx

∑
j≥0

λj

j!
ix,w(x− w)n+j [a(x)λb(x)]c(w)

+p(a, b) Resx b(x)[a(w)λc(w)]ix,w(x− w)n +

+p(ab, c) Resx

∑
j≥0

λj

j!
iw,x(x− w)n+jc(w)[a(x)λb(x)]

−p(b, c) Resx[a(w)λc(w)]b(x)ix,w(x− w)n

= Resx

(∑
j≥0

λj

j!
(ix,w(x− w)n+j [a(x)λb(x)]c(w)

−c(w)[a(x)λb(x)]iw,x(x− w)n+j)
)

+

+p(a, b) Resx b(x)[a(w)λc(w)]ix,w(x− w)n

−p(ab, c)p(a, b) Resx[a(w)λc(w)]b(x)iw,x(x− w)n

=
∑

k∈Z+

λk

k!
[aλb](n+k)c+ p(a, b)b(n)[aλc]

�

5.3. Proposition (Quasicommutativity). For any local pair (a, b) one has:

: ab : −p(a, b) : ba :=
∫ 0

−∂

[aλb]dλ

Where the limits in the integral means first integrate formally and then replace the
limits.

Proof. It follows from the locality of the pair that the following formal distribution
is local:

a(z, w) = a(z)b(w)iz,w
1

z − w
− p(a, b)b(w)a(z)iw,z

1
z − w

But

: a(w)b(w) := Resz a(z, w), : b(w)a(w) := p(a, b) Resz a(w, z)
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And now we can compute:

: a(w)b(w) : −p(a, b) : b(w)a(w) : = Resz

(
a(z, w)− a(w, z)

)
= Resz e

λ(z−w)
(
a(z, w)− a(w, z)

)
|λ=0

= Fλ
z,wa(z, w)− Fλ

z,wa(w, z)|λ=0

=
(
Fλ

z,wa(z, w)− F−λ−∂
z,w a(z, w)

)
|λ=0

= Resz

(
1− e−∂w(z−w)

)
a(z, w)

= −Resz

∑
n≥1

(−∂w)n/n!(z − w)na(z, w)

= −Resz

∑
n≥1

(−∂w)n/n!(z − w)n−1[a(z), b(w)]

= −
∑
n≥1

(−∂)n

n!
(a(n−1)b)

=
∫ 0

−∂

[aλb]dλ

�

Rules for calculating λ-bracket.

• sesquilinearity:

[∂aλb] = −λ[aλb],

[aλ∂b] = (∂ + λ)[aλb]

• quasicommutativity of λ-bracket in presence of locality:

[aλb] = −p(a, b)[b−λ−∂a]

• quasicommutativity of normal ordered product in presence of locality:

: ab : −p(a, b) : ba :=
∫ 0

−∂

[aλb]dλ

• non-abelian Wick formula

(5.3.1) [aλ : bc :] =: [aλb]c : +p(a, b) : b[aλc] : +
∫ λ

0

[[aλb]µc]dµ

Exercise 5.4. Prove the following Dong’s lemma: If a, b, c are formal distributions
which are pairwise local, then (a, b(n)c) is a local pair as well for any n ∈ Z.

Proof. Since a(w), b(w), c(w) are pairwise local ∃r ∈ Z such that:

(z − x)r[a(z), b(x)] = (x− w)r[b(x), c(w)] = (z − w)r[a(z), c(w)] = 0

In other words we have following:

(z − x)ra(z)b(x) = p(a, b)(z − x)rb(x)a(z)
(x− w)rc(w)b(x) = p(c, b)(x− w)rb(x)c(w)
(z − w)ra(z)c(w) = p(a, c)(z − w)rc(w)a(z)
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Now we want to prove that exists m ∈ Z such that:

(z − w)ma(z) Resx (b(x)c(w)ix,w(x− w)n − p(b, c)c(w)b(x)iw,x(x− w)n) =

p(a, bc)(z − w)m Resx (b(x)c(w)ix,w(x− w)n − p(b, c)c(w)b(x)iw,x(x− w)n) a(z)

We may assume that r is large enough so that r + n > 0. Take m = 4r. Then,
since z − w = (z − x) + (x− w):

(z − w)ma(z) Resx (b(x)c(w)ix,w(x− w)n − p(b, c)c(w)b(x)iw,x(x− w)n) =

= Resx((z − w)r(
3r∑

i=0

(
3r
i

)
(z − x)i(x− w)3r−ia(z)(b(x)c(w)ix,w(x− w)n−

− p(b, c)c(w)b(x)iw,x(x− w)n))

Let:

X(i) = Resx(z − w)r(z − x)i(x− w)3r−ia(z)(b(x)c(w)ix,w(x− w)n −
−p(b, c)c(w)b(x)iw,x(x− w)n)

If i ≤ r, then 3r − i ≥ 2r and 3r − i+ n ≥ r and:

X(i) = Resx(z − w)r(z − x)ia(z)(x− w)3r−i+n(b(x)c(w)− p(b, c)c(w)b(x)) = 0

If i ≥ r, then:

X(i) =

= Resx((z − w)r(z − x)ia(z)(x− w)3r−i(b(x)c(w)ix,w(x− w)n −
−p(b, c)c(w)b(x)iw,x(x− w)n))

= Resx((z − w)r(x− w)3r−i(z − x)ia(z)b(x)c(w)ix,w(x− w)n −
−p(b, c)(z − x)i(z − w)ra(z)c(w)b(x)iw,x(x− w)n)

= Resx((x− w)3r−i(p(a, b)(z − w)r(z − x)ib(x)a(z)c(w)ix,w(x− w)n)−
−(p(b, c)p(a, c)(z − x)i(z − w)rc(w)a(z)b(x)iw,x(x− w)n))

= Resx((x− w)3r−i(p(a, b)p(a, c)(z − x)ib(x)(z − w)rc(w)a(z)ix,w(x− w)n)−
−(p(b, c)p(a, c)p(a, b)(z − w)rc(w)(z − x)ib(x)a(z)iw,x(x− w)n))

= p(a, bc)Resx((x− w)3r−i((z − x)ib(x)(z − w)r − c(w)ix,w(x− w)n)a(z)−
(p(b, c)(z − w)rc(w)(z − x)ib(x)iw,x(x− w)n)a(z))

= p(a, bc)Resx((z − w)r(z − x)i(x− w)3r−i(b(x)c(w)ix,w(x− w)n −
−p(b, c)c(w)b(x)iw,x(x− w)n)a(z))

Summing over all indices i concludes the proof.
�

6. Free (super)fermions

A linear algebra lemma: Let V be a finite dimensional vector space with a
non-degenerate bilinear form (·, ·). Let {ai} be a basis of V and {ai} be the dual
basis, i.e. (ai, a

j) = δij . Then
(1) any v ∈ V can be written as v =

∑
i(ai, v)ai =

∑
i(v, a

i)ai

(2) Ω =
∑

i a
i ⊗ ai ∈ V ⊗V is independent of the choice of {ai}.
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(3) if V = g is a Lie superalgebra and the bilinear form is supersymmetric and
invariant

(6.0.2) ([a, b], c) = (a, [b, c]),

then Ω is g-invariant i.e.

[a,Ω] =
∑

[a, ai]⊗ ai +
∑

i

p(a, ai)ai ⊗ [a, ai] = 0

Proof.
(1)

v =
∑

cia
i =

∑
ciai ⇒ (ai, v) = ci, ci = (v, ai)

(2) We identify V ⊗V with End(V), by (a⊗ b)v = (b, v)a, then

Ωv =
∑

(ai, v)ai = v

(3) Note that symmetry of the form implies p(ai) = p(ai).

[a,Ω]v =
∑

(ai, v)[a, ai] +
∑

p(a, ai)([a, ai], v)ai

= [a,
∑

(ai, v)ai]−
∑

([ai, a], v)ai by skew-symmetry

= [a, v]−
∑

(ai, [a, v])ai by invariance

= [a, v]− [a, v] = 0 by (1)

�

6.1. Example. Free (Super)Fermions. Let A be a superspace with a non-
degenerate skew-symmetric bilinear form < ·, · >. Then we can define a Lie con-
formal superalgebra structure on C[∂]A+ CK by

[aλb] =< a, b > K, a, b ∈ A,
[KλA] = 0.

The corresponding maximal formal distribution Lie algebra is the Clifford affiniza-
tion of A (ref. Example 3.12). All calculations are performed in the completion of
U = U(Â)/(K − 1) so that

[aλb] =< a, b >, a, b ∈ A

Choose dual homogeneous bases of A :< φi, φ
j >= δij (it follows p(φi) = p(φi)).

Let

L =
1
2

∑
i

: ∂φiφi :

By the lemma this is independent of the choice of basis, indeed writing in compo-
nents we have:

L(n) =

=
1
2

∑
i

∑
j≤−1

(∂φi)(j)(φi)(n−j+1) +
∑

i

p(φi, φi)
∑
j≥0

(φi)(n−j+1)(∂φi)(j)

=
1
2

∑
j≤−1

(−j)
∑

i

(φi)(j−1)(φi)(n−j+1) +
∑
j≥0

(−j)
∑

i

(−1)p(φi)(φi)(n−j+1)(φ)i(j−1).
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If {φi}, {φi} are dual bases then {(−1)p(φi)+1φi}, {φi} are dual bases too. This
shows that each summand is independent of the basis chosen. Hence L is indepen-
dent of the basis chosen.

If we denote φ(z) =
∑

n∈Z(φtn)z−1−n we obtain a collection of pairwise local
formal distributions such that (cf. example 3.12)

[φ(z), φi(w)] =< φ, φi > δ(z, w)

Hence defining

L(z) =
1
2

∑
: ∂zφ

i(z)φi(z) :

we get that all φ(z) and L(z) are pairwise local. We compute the λ-brackets using
the non-abelian Wick formula to get

[φλL] =
1
2

∑
i

: [φλ∂φ
i]φi : +

1
2

∑
i

p(φ, φi) : ∂φi[φλφi] :(6.1.1)

+
1
2

∑
i

∫ λ

0

[[φλ∂φ
i]µφi]dµ

The integral term is clearly zero. Then we obtain:

[φλL] =
λ

2

∑
< φ, φi > φi −

1
2

∑
< φi, φ > ∂φi

=
λ

2
φ− ∂

2
φ by the lemma

[Lλφ] = −[φ−λ−∂L] =
(
∂ +

λ

2

)
φ by skew-symmetry
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And now for the λ-bracket of L we obtain (recall that L is even):

[LλL] =
1
2
[Lλ

∑
: ∂φiφi :]

=
1
2

∑
: [Lλ∂φ

i]φi : +
1
2

∑
: ∂φi[Lλφi] : +

1
2

∑∫ λ

0

[[Lλ∂φ
i]µφi]dµ

=
1
2

∑
: (∂ + λ)[Lλφ

i]φi : +
1
2

∑
: ∂φi[Lλφi] : +

+
1
2

∑∫ λ

0

[(∂ + λ)[Lλφ
i]µφi]dµ

=
1
2

∑
: (∂ + λ)

(
∂ +

λ

2

)
φiφi : +

1
2

∑
: ∂φi

(
∂ +

λ

2

)
φi : +

+
1
2

∑∫ λ

0

(λ− µ)[(∂ +
λ

2
)φi

µφi]dµ

=
1
2

∑
: ∂2φiφi : +

1
2

∑ 3
2
λ : ∂φiφi : +

1
4
λ2
∑

: φiφi : +
1
2

∑
: ∂φi∂φi : +

+
1
2

∑ λ

2
: ∂φiφi : +

1
2

∑∫ λ

0

(λ− µ)[(∂ +
λ

2
)φi

µφi]dµ

= ∂L+ 2λL+
1
4
λ2
∑

: φiφi : +
1
2

∫ λ

0

(λ− µ)[(∂ +
λ

2
)φi

µφi]dµ

= ∂L+ 2λL+
∑ 1

2

∫ λ

0

(λ− µ)[(∂ +
λ

2
)φi

µφi]dµ

We have used that∑
: φiφi : = −

∑
p(φi) : φiφi : by (2) in the lemma

: φiφi : = p(φi) : φiφ
i : by quasi-commutativity

hence the sum
∑

i : φiφi := 0. Now it remains to calculate the last integral, we
have:∑ 1

2

∫ λ

0

(λ− µ)[(∂ +
λ

2
)φi

µφi]dµ =
1
2

∫ λ

0

(λ− µ)(
λ

2
− µ)

∑
< φi, φi > dµ

= − sdimA

2

∫ λ

0

(λ− µ)(
λ

2
− µ)dµ

= − sdimA

24
λ3

Hence L(z) is a Virasoro formal distribution with central charge − sdim A
2 .

6.2. Definition. Given a formal distribution L, we say that a formal distribution
a has weight ∆a with respect to L if

[Lλa] = (∂ + ∆aλ)a+ o(λ)

In the case when L is a Virasoro formal distribution, ∆a is called a conformal
weight.

6.3. Proposition. If a and b have weights ∆a and ∆b with respect to an even
formal distribution L then a(n)b has weight ∆a + ∆b − n− 1 with respect to L (in
particular ∆:ab: = ∆a + ∆b). Also ∂a has weight ∆a + 1.



34 VICTOR G. KAC

Exercise 6.1. Prove the proposition

Proof. From the general Wick formula (5.2.3) we have

[Lλa(n)b] =
∑ λk

k!
[Lλa](n+k)b+ a(n)[Lλb]

=
∑ λk

k!
(
∂a+ ∆aλa+ o(λ)

)
(n+k)

b+ a(n)

(
∂b+ ∆bλb+ o(λ)

)
= ∂a(n)b+ ∆aλa(n)b+ λ∂a(n+1)b+ a(n)∂b+ ∆bλa(n)b+ o(λ)

= ∂
(
a(n)b

)
+ λ
(
∆a − (n+ 1) + ∆b

)
a(n)b+ o(λ)

as we wanted. The rest of the statement is obvious
[Lλ∂a] = (λ+ ∂)

(
∂ + ∆aλ+ o(λ)

)
a

= ∂2a+ λ(∆a + 1)∂a+ o(λ)

�

6.4. Example. φ has weight 1
2 with respect to L and L has weight 2 with respect

to itself.

6.5. Theorem. Let L be an even formal distribution such that

(1) [LλL] = λ3

12 c+λ
2A+2λB+C where c ∈ C, A,B,C are formal distributions.

(2) (L,L) is a local pair.
(3) (L(1)L) = ∆L where ∆ ∈ C \ {0}

Then L is a Virasoro formal distribution with central charge c, and ∆ = 2.

Proof. Due to (2) we have

[LλL] = −[L−∂−λL]

=
cλ3

12
− (∂ + λ)2A+ 2(∂ + λ)B − C

Equating the coefficients of λ2 we get that A = 0. Comparing constant terms we
get C = ∂B. Hence

[LλL] =
cλ3

12
+ (∂ + 2λ)B

In particular L(1)L = 2B = ∆L by (3), so L is Virasoso. �

7. Bosonization and the Sugawara construction

We will continue our discussion from the last lecture with more examples. As
before, let L(z) be an even formal distribution. Recall that an eigendistribution
of weight ∆a with respect to L is a formal distribution a(z), which satisfies an
equation of the form:

[Lλa] = (∂ + ∆aλ)a+ o(λ)
and that in the case of L being a Virasoro distribution, ∆a is called the conformal

weight of a. By the key proposition 6.3, we know that for any two eigendistributions
a and b of weights ∆a and ∆b respectfully of L, their n-th product, a(n)b, is an
eigendistribution of weight ∆a + ∆b − n− 1 with respect to L.

Letting wtλ = wt ∂ = 1 in the standard formula for the λ-bracket:

[aλb] =
∑

k∈Z+

λk

k!
(
a(k)b

)
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we can see that all terms in the right-hand side have weight ∆a + ∆b − 1.
Now, consider the following example:

7.1. Example. For the Virasoro algebra we have:

[LλL] = (∂ + 2λ)L+
λ3

12
c

Hence, we can easily see that the weight of both sides is 3.

Returning in the general case, denote as usual a given formal distribution by
a(z) =

∑
n∈Z an. Then we can present its coefficients in an alternate form in order

to obtain an improved commutator formula:

a(z) =
∑

n∈−∆a+Z
anz

−n−∆a

then we have a(n) = an−∆a+1 for the Fourier coefficients and, using that wt ∂ = 1,
we can see that the coefficients of the derivative satisfy the equalities (∂a)n =
−(n + ∆a)an for all n. Finally, by a simple application of proposition 6.3, the
commutator formula becomes2

(7.1.1) [am, bn] =
∑

j∈Z+

(
m+ ∆a − 1

j

)(
a(j)b

)
m+n

Namely

[am, bn] = [a(m+∆a−1), b(n+∆b−1)]

=
∑

j

(
m+ ∆a − 1

j

)(
a(j)b

)
(m+∆a−1+n+∆b−1−j)

=
∑

j

(
m+ ∆a − 1

j

)(
a(j)b

)
m+n+∆a+∆b−2−j−∆a(j)b+1

=
∑

j

(
m+ ∆a − 1

j

)(
a(j)b

)
m+n

In the next exercise we will use this formula to deal with a special type of
eigendistributions. A formal distribution a is called a primary eigendistribution
of weight ∆, if it satisfies the identity [Lλa] = (∂ + ∆λ)a.

Exercise 7.1. Let a be a primary eigendistribution of weight ∆a with respect to L.
Prove that the following identity holds for all pairs of integers n,m :

[Lm, an] = (m(∆− 1)− n)am+n

Proof. Recall that ∆L = 2. By hypothesis we have

L(0)a = ∂a L(1)a = ∆a

and all the other products are 0. Now the graded formula (7.1.1) implies:
[Lm, an] = (∂a)m+n + (m+ ∆L − 1)∆am+n

= −(m+ n+ ∆)am+n + (m+ 1)∆am+n

=
[
m(∆− 1)− n

]
am+n

2Note this new form of the commutator law is graded.
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�

We can use this formula to get a better impression of the behavior of the free
fermions:

7.2. Example. Recall that for the free fermions ϕ, the λ-bracket gives [Lλϕ] =
(∂+λ/2)ϕ (i.e. ϕ is a primary eigendistribution of weight 1

2 ) and so we can express
ϕ as:

ϕ(z) =
∑

n∈1/2+Z

ϕnz
−n−1/2

and use the graded formula (7.1.1) to obtain the following identities:

[ϕm, ψn] = < ϕ,ψ > δm,−n

[Lm, ϕn] = −(
m

2
+ n)ϕm+n

Note that in order to prove the first formula, we need to use that wt 1 = 0 (or,
equivalently, to see that < ϕ,ψ > 1 = (ϕ(0)ψ)). The second formula follows easily
from the above exercise.

7.3. Example. A good motivation for calling L0 the energy operator is the fact
that [Lo, an] = −nan. Indeed, using the graded commutator formula,

[L0, an] =
∑

j∈Z+

(
1
j

)
(L(j)a)n

= (∂a)n + ∆aan

= −(n+ ∆a)an + ∆aan

= −nan

Certainly, this equality can be also easily deducted from the last exercise.

Consider now the charged free fermions. Take a superspace A = A+ ⊕A− with
a non-degenerate skew-supersymmetric bilinear form < ·, · > such that:

< A±, A± >= 0

Satisfying this condition, the form < ·, · > defines a non-degenerate pairing between
A+ and A−. We can choose dual basis {ϕi} of A+ and {ϕi} for A− such that
< ϕi, ϕ

j >= δij .

Exercise 7.2. For any element ϕ in the Fermion space A, represented as ϕ =
ϕ+ + ϕ− for some ϕ+ ∈ A+ and ϕ− ∈ A−, the following statements hold:

(1) We can present the components ϕ+ and ϕ− as

ϕ+ =
∑

i

< ϕi, ϕ > ϕi

ϕ− =
∑

i

< ϕ,ϕi > ϕi

(2) The element
∑

i ϕ
i ⊗ ϕi in the tensor product A+ ⊗ A− is independent of

the choice of {ϕi}.

Proof. The proof is standard:
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(1) For the positive component, ϕ+, denote ϕ+ =
∑
cjϕ

j .Then under the
action of the bilinear form, obtain < ϕi, ϕ

+ >=
∑

j cjδi,j = cj . The proof
for ϕ− goes similarly.

(2) We can identify A+ ⊗A− with End(A+) via the identity
(a⊗ b)v =< b, v > a. Therefore, we have :∑

i

(ϕi ⊗ ϕi)ϕ+ =
∑

i

< ϕi, ϕ
+ > ϕi = ϕ+

�

In the light of the above exercise, we can define the following distribution

α(z) =
∑

: ϕi(z)ϕi(z) :

often referred to as Bosonization

7.4. Proposition. For any element ϕ = ϕ+ + ϕ− of the Fermionic space, the
Bozonization satisfies the following properties:

(1) [αλϕ] = ϕ+ − ϕ−.
(2) [αλα] = −(sdimA+)λ

Exercise 7.3. Prove proposition 7.4

Proof.
(1) Since the triple commutator vanishes, the integral term in Wick’s Formula

is zero, and hence we can evaluate (using the quasicommutativity in the
last step):

[ϕλα] =
∑

i

: [ϕλϕ
i]ϕi : +

∑
i

p(ϕ,ϕi) : ϕi[ϕλϕi] :

=
∑

i

< ϕ,ϕi > ϕi +
∑

i

p(ϕ,ϕi) < ϕ,ϕi > ϕi

= ϕ− − ϕ+

[αλϕ] = −p(α, ϕ)[ϕ−λ−∂α] = −[ϕλα] = ϕ+ − ϕ−

(2) Now we can use (1) to compute the λ-bracket of α with itself, again applying
the Wick formula:

[αλα] =
∑

i

[αλ : ϕiϕi :]

=
∑

i

: [αλϕ
i]ϕi : +

∑
i

p(α, ϕi) : ϕi[αλϕi] : +

+
∑

i

∫ λ

0

[[αλϕ
i]µϕi]dµ

=
∑

i

: ϕiϕi : −
∑

i

p(α, ϕi) : ϕiϕi : +

+
∑

i

∫ λ

0

< ϕi, ϕi > dµ

= −(sdimA+)λ

�
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Now, using the first statement in the last proposition along with the fact that
wtα = 1, we can see that the coefficients of α and ϕ satisfy the following identities
all integers m and n.

[αm, ϕn] = ϕ+
m+n − ϕ−m+n

in particular, setting m = 0,

[α0, ϕn] = ϕ+
n − ϕ−n

and if ϕ ∈ A±, we have

[α0, ϕn] = ±ϕn

In the last case, α0 is called the charge operator.
The second statement in the proposition can be rewritten as

[αm, αn] = mδm,−n(− sdimA+) ∀n,m
and these equalities relations give the commutation relations of free bosons.

These relations follow easily from the graded commutator formula, (7.1.1)).
Now let L− =

∑
: ∂ϕiϕi : and L+ = −

∑
: ϕi∂ϕi :. We will introduce a family

of formal distributions (depending on a complex parameter m)

Lm = (1−m)L− +mL+

Note that for m = 1/2, this is precisely the definition we had for the uncharged
free fermions in lecture 6.

7.5. Proposition. The formal distributions L± and Lm have the following prop-
erties

(1) [L±λ ϕ] = ∂ϕ+ λϕ±

(2) Lm is a Virasoro formal distribution with central charge

c = (6m2 − 6m+ 1) sdimA

(3) If ϕ(z) ∈ A+ (respectfully ϕ(z) ∈ A−), then ϕ is a primary eigendistribu-
tion of Lm of weight m (respectfully of weight 1−m)

Sketch of the proof.
(1) Is a direct implication of the the Abelian Wick Formula (5.2.4).
(2) The first part, (that Lm is Virasoro) follows from (3). Indeed Lm has

weight 2 with respect to itself. It is clearly local and from the non-Abelian
Wick formula we can see that [Lm

λ L
m] is cubic in λ with the coefficient

of λ3 being a constant; see calculation below. Hence from theorem 6.5 we
get that Lm is Virasoro. We further need to calculate the λ3 coefficient in
order to obtain the central charge. We do this as follows :

−[L−λL
+] =

∑
[L−λ : ϕi∂ϕi :]

=
∑

: [L−λ ϕ
i]∂ϕi : +

∑
: ϕi[L−λ ∂ϕi] : +

+
∑∫

[[L−λ ϕ
i]µ∂ϕi]dµ

=
∑

: (∂ϕi + λϕ−i )∂ϕi : +
∑

: ϕi(∂ + λ)[L−λ ϕi] : +

+
∑∫

[∂ϕi
µ∂ϕi]dµ
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Now, it is clear that the highest power of λ occurring is the third, with
coefficient being a constant coming from the last summand. We have:

−
∑∫

[∂ϕi
µ∂ϕi]dµ = − sdimA+

∫ λ

0

µ2dµ

= − sdimA+

3
λ3

Finally, by linearity we have:

[LλL] = (1−m)m
(
[L−λL

+] + [L+
λL

−]
)

+ (1−m)2[L−λL
−] +m2[L+

λL
+]

To complete the proof, we only need to evaluate the integrals, giving the
last two terms.

(3) follows from (1) since

[Lm
λ ϕ] = ∂ϕ+ λ

(
mϕ+ + (1−m)ϕ−

)
�

Exercise 7.4. Complete the proof of (2) in the last proposition.

Proof. As already mentioned, we only need to find the integral terms in the corre-
sponding Wick formulas. The term corresponding to [L−λL

+] we calculated above,
and it is easy to see that the term coming from [L+

λL
−] is equal to it. The term

corresponding to [L+
λL

+] is given by:∑∫ λ

0

[[L+
λϕ

i]µ∂ϕi]dµ = −
∑∫ λ

0

[(λ+ ∂)ϕi
µ∂ϕi]dµ

= −
∑∫ λ

0

(λ− µ)[ϕi
µ∂ϕi]dµ

= −
∑∫ λ

0

(λ− µ)(∂ + µ) < ϕi, ϕi > dµ

= (sdimA+)
∫ λ

0

(λ− µ)µdµ = (sdimA+)
λ3

6

Similarly, for [L−λL
−] we have∑∫ λ

0

[[L−λ ∂ϕ
i]µϕi]dµ =

∑∫ λ

0

[(∂ + λ)[L−λ ϕ
i]µϕi]dµ

=
∑∫ λ

0

[(∂ + λ)∂ϕi
µϕi]dµ

= −
∑∫ λ

0

(λ− µ)µ < ϕi, ϕi > dµ

= (sdimA+)
λ3

6
Hence we get for the 3-product the final expression:

(−(1−m)4m+ (1−m)2 +m2)(sdimA+)
λ3

6
= (6m2 − 6m+ 1)

sdimAλ3

12
as we wanted �
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7.6. Example (Currents and the Sugawara construction). Let g be a finite-
dimensional Lie (super) algebra with a non-degenerate (super)symmetric bilinear
form (·, ·). Denote ĝ = g[t, t−1] + CK where K is a central element and let a and b
be two elements of g Then

[atm, btn] = [a, b]tm+n +m(a, b)δm,−nK

The currents are a(z) =
∑

n∈Z(atn)z−1−n and b(z) =
∑

n∈Z(btn)z−1−n. Their
bracket is given by

[aλb] = [a, b] + λ(a, b)K

and finally all the calculations are carried out in the completion of U = U(ĝ)/(K−k).
As usual we choose dual bases (ai) and (ai), so that (ai, a

j) = δi,j . Let

T (z) =
1
2

∑
i

: ai(z)ai(z) :

Then the Abelian Wick formula gives:

[aλT ] =
1
2

∑
i

: [a, ai]ai : +
λk

2

∑
(a, ai)ai +

1
2

∑
p(a, ai) : ai[a, ai] : +

+
λk

2

∑
p(a, ai)(a, ai)ai +

1
2

∑∫ λ

0

[[aλa
i]µai]dµ

=
1
2

∑(
: [a, ai]ai : +p(a, ai) : ai[a, ai] :

)
+ λka+

+
1
2

∑∫ λ

0

[[a, ai], ai]dµ+
k

2

∑∫ λ

0

µ([a, ai], ai)dµ

Note that
∑

([a, ai], ai) =
∑

(ai, [a, ai]) is the trace of ad(a) on g. On the
other hand we have

∑
([a, ai], ai) =

∑
(−1)p(φi)+1([a, ai], ai) where we used that

{(−1)p(φi)+1φi}, {φi} are dual bases. It follows that
∑

([a, ai], ai) = 0. Hence we
get:

[aλT ] = λka+
λ

2

∑
[[a, ai], ai]

= λka+
λ

2
Ω(a)

= (k + hv)λa

where 2hv denotes the eigenvalue of Ω on g (we have to assume that g is commu-
tative or simple) and hv is called the dual Coxeter number.

8. Restricted representations

We will start this lecture completing the analysis on the Sugawara construction.
Let g be a Lie (super)algebra with an invariant non-degenerate (super)symmetric
bilinear form (·, ·), we choose dual bases (ai, a

j) = δij and we work in the Kac-
Moody affinization. Introduce

T (z) =
1
2

∑
: ai(z)ai(z) :

Ω =
∑

aiai ∈ U(g)
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Last time we proved that [aλT ] = λ(k + 1/2Ω)a. Assuming that g is simple or
commutative then Ω acts as a scalar operator since in the simple case the adjoint
representation is irreducible and in the commutative case Ω acts as zero. Defining
2hv to be the eigenvalue we have then

[aλT ] = λ(k + hv)a.

Assuming k 6= hv, letting

L =
1

2(k + hv)

∑
: ai(z)ai(z) :

we get

[aλL] = λa

[Lλa] = (∂ + λ)a

so with respect to L all currents are eigendistributions of weight 1, hence L is of
weight 2 with respect to itself. Using Theorem 6.5, we easily get that L is a Virasoro
distribution, and [LλL] = (∂ + 2λ)L+ c(k)

12 λ
3. It remains to compute c(k). Notice

that the λ3 term only occurs in the integral part of the nonabelian Wick formula:

1
2(k + hv)

∑∫ λ

0

[[Lλa
i]µai]dµ =

1
2(k + hv)

∫ λ

0

(λ− µ)
∑

[ai
µai]dµ

=
1

2(k + hv)

∫ λ

0

(λ− µ)
∑[

[ai, ai] + µk(ai, ai)
]
dµ

=
k sdim g

12(k + hv)
λ3

We have proved the following

8.1. Theorem (Sugawara Construction). If g is simple or commutative, 2hv is the
eigenvalue of the Casimir on g, then

L(z) =
1

2(k + hv)

∑
: ai(z)ai(z) :

is a Virasoro formal distribution with central charge c(k) = k sdim g
k+hv , the currents

a(z) being primary of weight 1.

8.2. Remark. If k = −hv (critical level) then [aλT ] = 0, hence [T (z), a(w)] = 0 for
all a ∈ g, hence all Fourier coefficients of T (z) lie in the center of the completion of
U(ĝ).

Exercise 8.1 (optional). We have in general that

[aλT ] = λ(k +
1
2
Ω)a

How can we construct a Virasoro element L?

Exercise 8.2 (Modification of the Sugawara Construction). Let b(z) be an even
current (b ∈ g), let Lb = L + ∂b, show that Lb is a Virasoro formal distribution
with a central charge c(k)− 12k(b, b)
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Proof. We compute [Lb
λL

b] = [L + ∂bλL + ∂b]. The sum of linear terms in λ that
come from the cross terms is 2λ∂b, so Lb

(1)L
b = 2(L+ ∂b) = 2Lb, and because the

additional contribution to λ3-term only comes form [∂bλ∂b] = −λ(∂ + λ)[bλb] =
−λ3k(b, b), we see Lb is a Viraroso distribution with central charge as claimed. �

8.3. Remark. If g is commutative then

[aλb] = (a, b)λK = (a, b)λk

in the quotient. Assume k is not zero. In this case hv = 0 and hence c(k) = sdim g
and the currents are called free bosons.

8.4. Definition. Fix a vector (super)space V . A (quantum) field is an EndV -
valued formal distribution such that a(z)v is a Laurent series in z for any v ∈ V .
We usually write V ((z)) for the space of Laurent series in z with coefficients in V .

Writing a(z) =
∑
a(n)z

−1−n this condition becomes, for v ∈ V :

a(n)v = 0

for large enough n. We define n-th products and derivatives of quantum fields
as we did before.

Exercise 8.3. Show that the n-th product (n ∈ Z+) of fields

a(w)(n)b(w) = Resz[a(z), b(w)](z − w)n

is again a field.

Proof. We can verify this directly from the above expression.
a(w)(n)b(w) = Resz[a(z), b(w)](z − w)n

= Resz

∑
l,m,k

(−1)k[a(m), b(l)]zkwn−k

(
n

k

)
z−1−mw−1−l

=
∑

(−1)k

(
n

k

)
[a(k), b(l)]w−1−k−l−n

=
∑
l∈Z

∑
k≥0

(−1)k

(
n

k

)
[a(k), b(l−k−n)]w−1−l

So given v, we can pick N such that b(l−2n) for l > N kills the finite set of vectors
v, a(0)v, ..., a(n)v. Then clearly the commutators above kill v and so we conclude
a(w)(n)b(w) is a field. �

We want to check now that

: a(z)b(z) := a(z)+b(z) + p(a, b)b(z)a(z)−
is again a field. For that note that the first term is a product of a formal power
series with a Laurent series and hence it will be a Laurent series. For the second
term, note that a(z)−v has finitely many non-zero summands, hence multiplying
by b we get a finite sum of Laurent series, hence a Laurent series when we apply
any vector v. Now in general since the derivatives of fields is again a field (easy to
verify) then we get

a(z)(−1−n)b(z) =
: ∂n

z a(z)b(z) :
n!

is again a field.
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We have defined before the normal ordered product of distributions for contin-
uous Ucomp-valued distributions. Recall that g is a Z-filtered Lie (super)algebra.

8.5. Definition. A representation π of an algebra g in V is called restricted if for
any v ∈ V

gNv = 0 N >> 0

Extend the representation π to a representation of U(g) in V and since π is
restricted we can extend it to Ucomp Then the image of a continuous Ucomp-valued
formal distribution a(z) in EndV will be a quantum field.

A Construction of a Restricted Representation. For example, take a rep-
resentation of g0 in V0 such that g1|V0 = 0, and consider the induced g-module
V = IndU(g)

U(g0)
V0 := V0 ⊗U(g0) U(g−). Then V is restricted, indeed since any v ∈ V

is a linear combination of elements g1 . . . gkv0 where gi ∈ gni and v0 ∈ V0. This
element is clearly annihilated by gN for N bigger than the sum of grades

∑
|ni|.

8.6. Example.

ĝ = g[t, t−1]⊕ CK
ĝ0 = g[t] + CK

Take a representation V0 of ĝ0 such that gtk|V0 = 0 for k > 0. This is actually a
g-module such that K acts as the scalar k in V0. Then

V = Indĝ
ĝ0
V0

is a restricted ĝ-module and such modules are parametrized by pairs (V0, k).
A special case of this construction is g = Cα a one dimensional algebra with

(α, α) = 1. Then ĝ is a Lie algebra with basis αn = αtn and bracket [αm, αn] =
mδm,−n. This is called the oscillator algebra or Hisenberg algebra. Let V0 = C1,
such that αn · 1 = 0 if n > 0 and α0 = µ1. Then V = Indĝ

ĝ0
V0 is an irreducible

ĝ-module isomorphic to the following representation of the oscillator algebra in
C[x1, x2, . . . ...], where for n > 0, αn acts by:

αn →
∂

∂xn
α−n → nxn α0 = µ

Proof. We have a canonical map

ϕ : V −→ C[x1, x2, . . . ]
1 −→ 1

But vectors a−jn
. . . a−j11 (nondecreasing positive indices) form a formal basis of

V by the PBW theorem. The image of this vector is j1 . . . jnxj1 . . . xjn
so ϕ is an

isomorphism, and the representation in the polynomial space is easily seen to be
irreducible. �

8.7. Example (Clifford Affinization). . Recall that the bracket in this example is
given by

[ψtm, ϕtn] = 〈ψ,ϕ〉δm,−1−nK
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Let K = 1. For simplicity assume that the space A is purely odd, hence 〈·, ·〉 is
symmetric. Recall that in this case we have a canonical Virasoro field L with central
charge dimA/2, and all fermions ϕ(z) have conformal weight 1/2, hence we write

ϕ(z) =
∑

n∈1/2+Z

ϕnz
−n−1/2

and we get [ϕm, ψn] = δm,−n〈ϕ,ψ〉. We take the induced module from Â0 (the span
of all ϕn with n > 0 plus the center) and the module is the 1-dimensional module
C|0〉 where the fields act trivially and K acts as 1. We obtain the module F (A).

Exercise 8.4. Show that F (A) is an irreducible Â-module (The Fermionic Fock
space).

Proof. Define L(z) = 1
2

∑
i : ∂ϕi(z)ψi(z) : for dual bases {ϕi} and {ψi} of A. This

gives us L0. By writing out L0 in terms of the fourier modes of the fields,

L0 =
1
2

∑
i

∑
n∈ 1

2+Z+

(
(n+

1
2
)ϕi
−n−1ψ

i
n+1 − p(ϕi, ψi)(n+

1
2
)ψi
−nϕ

i
n

)
such that [L0, ϕn] = −nϕn. From these commutation relations we see that L0 is
diagonalizable in the PBK basis and the vacuum (up to scalar) is the only vector
with the lowest eigenvalue. From the explicit form of L0 we note that any singular
vector (i.e. annihilated by all positive modes) will have the same energy as the
vacuum, so it must lie in C|0〉. If U is a submodule of F (A) and v ∈ U is a vector
of minimum energy, then it must be annihilated by all positive modes since other-
wise the commutator relations with L0 force the resulting vector to have a lower
energy. Hence by above it must be proportional to |0〉. Either by construction or
by quotiening by the submodule generated by |0〉 and applying the same argument,
we see |0〉 generates F (A) and it is irreducible.

�

9. Boson-Fermion correspondence

An Example of a Vertex Algebra. Before giving a formal definition of a Vertex
Algebra we discuss an example. Recall that given a finite dimensional (super)space
A with a skew-symmetric bilinear form, we have the Clifford Affinization (where
ϕm = ϕtm, ϕ ∈ A, m ∈ Z)

(9.0.1) Â = A[t, t−1] + CK, [ϕ(m), ψ(n)] =< ϕ,ψ > δm,−n−1K .

We have the Fock space

F (A) = IndÂ
A[t]+CK C|0 >, A[t]|0 >= 0, K|0 >= |0 > .

It is easy to see that ϕ(z) is an EndF (A)-valued field due to the condition ϕm|0 >=
0 for m ≥ 0 and the commutation relations (9.0.1). From example 8.6 and Ex.8.4
of lecture 8 we conclude that F (A) is an irreducible representation of Â .

We constructed L(z) such that all fields are primary fields of conformal weight 1
2 .

As usual we write ϕ(z) =
∑

n∈ 1
2+Z ϕnz

−n−1/2 and in particular we get [L0, ϕn] =
−nϕn (See example 7.3 in lecture 7).

An important special case is the example of charged fermions (See more gen-
erally example 7.2 and the discussion after example 7.3 in lecture 7). In this case
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A = Cψ+ + Cψ− is two dimensional and odd. The bilinear form is symmetric and
the commutation relations are of the form

(9.0.2) [ψ+
λ ψ

−] = 1, [ψ±λ ψ
±] = 0 .

We choose the Virasoro element L = L1/2

L(z) =
1
2
(: ∂ψ+ψ− : + : ∂ψ−ψ+ :) =

∑
n∈Z

Lnz
−n−2 ,

since this choice makes the both primary fields ψ+ and ψ− to acquire the conformal
weight 1/2 .

The bosonization is given by

α(z) = : ψ+ψ− :,
[αλψ

±] = ±ψ±,(9.0.3)
[αλα] = λ,

α(z) =
∑
n∈Z

αnz
−1−n .

Due to the PBW theorem the monomials

(9.0.4) ψ−−ns
. . . ψ−−n1

ψ+
−mr

. . . ψ+
−m1

|0 >

{
0 < m1 < m2 < . . .

0 < n1 < n2 < . . .

form a basis in the space F := F (A) of the Fock representation (note ψ±i ψ
±
i acts by

zero since 0 = [ψ±i ψ
±
i ]|0 >= 2 ∗ ψ±i ψ

±
| 0 >. We recall that for n > 0 , ψ±n |0 >= 0 .

Exercise 9.1. Prove that

αn|0 >= 0 , and Ln|0 >= 0 ∀n ≥ 0 .

Proof. Using the bosonization formulas (9.0.3) we get

(9.0.5) αn =
∑

k∈Z+1/2

: ψ+
k ψ

−
n−k : , L±n = −

∑
k∈Z+1/2

(k + 1/2) : ψ±k ψ
∓
n−k : ,

where

: ψkϕm :=

{
ψkϕm if k < 0 ,
−ϕmψk if k > 0 .

Due to the fact that for n > 0 ψ±n |0 >= 0 it is easy to see that (9.0.5) implies the
statement of the exercise.

Using the results of examples 7.2 and 7.3 we get that

(9.0.6) [Ln, ψ
±
m] = −(m+ n/2)ψ±n+m , [αn, ψ

±
m] = ±ψ±n+m .

In particular,

(9.0.7) [L0, ψ
±
n ] = −nψ±n , [α0, ψ

±
n ] = ±ψ±n .

This implies that the operators L0 and α0 are diagonal in the basis (9.0.4), and
the monomial (9.0.4) has the eigenvalues

∑
mi +

∑
nj and r − s for L0 and α0 ,

respectively. �
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9.1. Remark. In physics literature the fields (9.0.2) are regarded as free massless
fermions on a two dimensional plane. And the operators L0 and α0 are referred to
as energy and charge operator, respectively.

In what follows we will call the the eigenvalues
∑
mi +

∑
nj and r − s of the

monomial (9.0.4) the energy and the charge, respectively.

Thus we have the charge decomposition F = ⊕m∈ZF
(m) and a decomposition

with respect to the energy operator L0. To study the latter one we first note that
the state of the lowest energy in F (m) is unique up to a constant factor and it is
given by

(9.1.1) |m >= ψ±
− 2|m|−1

2

. . . ψ±− 3
2
ψ±− 1

2
|0 >

with + if m > 0 and − if m < 0. Note also that each F (m) is invariant with respect
to the oscillator algebra {αn}.

9.2. Theorem. Each F (m) is irreducible with respect to the oscillator algebra.

We define a character of the module F by

chF = trF z
α0qL0 =

∑
m,j

dimF
(m)
j zmqfracm22j ,

where F (m)
j is the span of states in F (m) having energy m2/2 + j. The spectrum

of L0 in F (m) is m2

2 + Z+ and

dimF (m)j = p(j) ,

where p(j) is the number of partitions of j in a sum of positive integers. This
follows from the theorem and the fact that the vectors α−jn

. . . α−j1 |m > form a
basis of F (m) (non-decreasing positive indices). Hence we have

chF =
∑
m∈Z

q
m2
2 zm

∑
j∈Z+

p(j)qj =
∑
m∈Z

q
m2
2 zm∏∞

j=1(1− qj)
.

But from the form of our basis (9.0.4) we see that

chF =
∞∏

j=1

(
1 + qj− 1

2 z
)(

1 + qj− 1
2 z−1

)
.

Equating these two expressions for the character we get the Jacobi triple product
identity:

(9.2.1)
∞∏

j=1

(1− qj)
(
1 + qj− 1

2 z
)(

1 + qj− 1
2 z−1

)
=
∑
m∈Z

q
m2
2 zm .

Exercise 9.2. Using (9.2.1) derive the following identities:
∞∏

j=1

(1− wj) =
∑
n∈Z

(−1)nw
3m2+m

2 , (Euler)

∞∏
n=1

1− wn

1 + wn
=
∑
m∈Z

(−w)m2
. (Gauss)
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Proof. The Euler identity is obtained from (9.2.1) by substituting q = w3 and
z = −w1/2 .

To prove Gauss identity we set q = w2 and z = 1. Then (9.2.1) gives

∞∏
j=1

(1− w2j)
(
1 + w2j−1

)2
=
∑
m∈Z

wm2
.

Substituting −w instead of w we get

∞∏
j=1

(1− w2j)
(
1− w2j−1

)2
=
∑
m∈Z

(−w)m2
.

The latter is equivalent to

∞∏
j=1

(1− w4j)
(
1− w2j−1

)2
(1 + w2j)

=
∑
m∈Z

(−w)m2
,

which in turn gives

∞∏
j=1

(1− w2j)
(
1− w2j−1

)2
(1 + w2j)(1− w2(2j−1))

=
∑
m∈Z

(−w)m2
.

The latter can be rewritten as

∞∏
j=1

(1− w2j)
(
1− w2j−1

)
(1 + w2j)(1 + w2j−1)

=
∑
m∈Z

(−w)m2
,

and since now the product runs over all natural numbers we arrive at the desired
Gauss identity

∞∏
n=1

1− wn

1 + wn
=
∑
m∈Z

(−w)m2
.

�

Exercise 9.3. Show that

(9.2.2) L =
1
2
(: ∂ψ+ψ− : + : ∂ψ−ψ+ :) =

1
2

: αα : .

Proof. One solution of the exercise is based on performing direct calculation with
the coefficients of Laurent series. We start with

(9.2.3) Ln =
1
2

∞∑
k=0

αn−kαk +
1
2

∞∑
k=1

α−kαn+k .

Our purpose is to show that Ln is given by

(9.2.4) Ln = −1
2

∑
p∈Z+1/2

(p+ 1/2) : ψ+
p ψ

−
n−p : −1

2

∑
p∈Z+1/2

(p+ 1/2) : ψ−p ψ
+
n−p : .

Using the (Abelian) Wick formula (see any book on quantum field theory)
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Ln =
1
2

∑
p,q∈Z+1/2

∑
k∈Z

: ψ+
p ψ

−
k−pψ

+
q ψ

−
n−k−q : −

−1
2

∑
p∈Z+1/2, p>0

( ∞∑
k=0

:
∂r

∂ψ+
p
αn−k

∂l

∂ψ−−p

αk : +
∞∑

k=0

:
∂r

∂ψ−p
αn−k

∂l

∂ψ+
−p

αk : +

+
∞∑

k=1

:
∂r

∂ψ+
p
α−k

∂l

∂ψ−−p

αn+k : +
∞∑

k=1

:
∂r

∂ψ−p
α−k

∂l

∂ψ+
−p

αn+k :

)
+

+“second order contributions′′

where ∂r (∂l) denotes right (left) derivative.
Any second order contribution in the Wick formula contains the factor

∂r

∂ψ+
p

∂r

∂ψ−q
αk

with k ≤ 0 and p, q > 0 and p, q ∈ Z + 1/2. Using the expression for αn in (9.0.5)
we conclude that there are no second order contribution.

The following changes of indices show that there are no “zero order” contribu-
tions as well

Zn =
∑

p,q∈Z+1/2

∑
k∈Z

: ψ+
p ψ

−
k−pψ

+
q ψ

−
n−k−q :

=
∑

p,q∈Z+1/2

∑
k∈Z

: ψ+
q ψ

−
k−qψ

+
p ψ

−
n−k−p : (let k = m+ q − p)

=
∑

p,q∈Z+1/2

∑
k∈Z

: ψ+
q ψ

−
m−pψ

+
p ψ

−
n−m−q :

Since in the Abelian case we can permute the fields under the sign of the normal
order as Grassmann variables we conclude that Zn = 0 .

Thus we are left with

Ln = −1
2

∑
p∈Z+1/2, p>0

( ∞∑
k=0

:
∂r

∂ψ+
p
αn−k

∂l

∂ψ−−p

αk : +
∞∑

k=0

:
∂r

∂ψ−p
αn−k

∂l

∂ψ+
−p

αk : +

+
∞∑

k=1

:
∂r

∂ψ+
p
α−k

∂l

∂ψ−−p

αn+k : +
∞∑

k=1

:
∂r

∂ψ−p
α−k

∂l

∂ψ+
−p

αn+k :

)
Again using the expression for αn in (9.0.5) we derive the desired result

Ln = −1
2

∑
p∈Z+1/2, p>0

( ∞∑
k=0

: (ψ−n−k−pψ
+
k+p + ψ+

n−k−pψ
−
k+p) : +

+
∞∑

k=1

: (ψ−−k−pψ
+
n+k+p + ψ+

−k−pψ
−
n+k+p) :

)

= −1
2

∑
p∈Z+1/2

(p+ 1/2) : ψ+
p ψ

−
n−p : −1

2

∑
p∈Z+1/2

(p+ 1/2) : ψ−p ψ
+
n−p : .
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There is however another simpler solution which is based on a result of the next
lecture. Namely in the next lecture we will see that Clifford affinization with its
Fock representation gives rise to a vertex algebra and we have the so-called state-
field correspondence. In view of this correspondence it suffices to prove that

1
2
(: ∂zψ

+(z)ψ−(z) : + : ∂zψ
−(z)ψ+(z) :)|0 >=

1
2

: α(z)α(z) : |0 > ,

which is much simpler than what we do above. �

Proof. Proof Of Theorem 9.2 From the exercise 9.3 it follows that α is a primary
field of conformal weight 1. Hence the commutation relations between Laurent
coefficients of α and L are of the form

(9.2.5) [Lm, αn] = −nαn+m .

Let U be a proper submodule of F (m). There is at least one vector (9.0.4) which
is in F (m) but not in U .

All the vectors (9.0.4) are eigenvectors for L0 and their eigenvalues form a discrete
set bounded below. Hence there exists a vector v of the form (9.0.4) with a minimal
energy e amongst the vectors (9.0.4) not belonging to U . Since αn with n > 0
decreases the energy (see (9.2.5))

αnv ∈ U ∀ n > 0 ,

and therefore for any n > 0
α−nαnv ∈ U .

But this means that

0 = L0v − ev =
α2

0

2
v +

∑
n>0

α−nαnv − ev ,

and hence

(
m2

2
− e)v ∈ U .

If m2

2 −e 6= 0 then v ∈ U and this contradicts our assumption. Therefore e = m2

2 .
But we know that in F (m) there is the only vector |m > up to a scalar factor with
a minimal energy m2/2. Thus U does not contain the vector |m > .

Let v be some non-zero vector of U . Then

v = v1 + . . .+ vk

where vi ∈ F (m) and vi are eigenvectors of L0 with eigenvalues ei = m2/2 + ji ,
ji ∈ Z+ and j1 < j2 < · · · < jk . The non-zero vector

u = (L0 − e2I)(L0 − e3I) . . . (L0 − ekI)v = (e1 − e2)(e1 − e3) . . . (e1 − ek)v

belongs to U and is a eigenvector of L0 with the eigenvalue e1 = m2/2 + j1. Thus
there is at least one eigenvector of L0 in U with an eigenvalue m2/2 + j , j ∈ Z+ .
Let u0 be such an eigenvector of L0 in U with a minimal eigenvalue e0 = m2/2+j0 .
Then since αn with n > 0 decreases the energy (see (9.2.5))

αnv = 0 ∀ n > 0 .
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The latter implies that

L0v =
α2

0

2
v +

∑
n>0

α−nαnv =
m2

2
v ,

and hence v is proportional |m > . This contradicts to the statement we proved
above. Thus F (m) is an irreducible module of the oscillator algebra. �

Boson-Fermion Correspondence. We have the fermionic Fock space F which
is a module over the Clifford algebra generated by ψ±. On the other hand we
have the charge decomposition F = ⊕F (m), where F (m) ' B(m) and B(m) denotes
the unique irreducible module over the oscillator algebra {αn} admitting a vector
|m > such that αn|m >= 0 for n > 0 and such that α0 = mI. Hence we have an
isomorphism

F ' B = C[x1, x2, . . . ;u, u−1] ,

|m >→ um ,

αj →
∂

∂xj
,

α−j → jxj ,

α0 → u
∂

∂u
.

This isomorphism is called the boson-fermion correspondence.
Since α preserves charge and ψ± doesn’t we cannot express the fermionic fields

ψ± in terms of the α′ns. But if we consider the operator of multiplication by u we
get an affirmative answer.

Exercise 9.4. Using the commutation relations

(9.2.6) [αm, ψ
±
n ] = ±ψ±m+n , [αm, ψ

±(z)] = ±zmψ±(z)

prove that

ψ±(z) = u±1z±α0e∓
P

j<0
z−j

j αje∓
P

j>0
z−j

j αj

= u±1 : e±
R

α(z) : .

Proof. It is convenient to introduce a dual module F ∗ which is an induced right
module of the trivial one-dimensional representation of the subalgebra Â− of Â
generated by ψ+

n and ψ−m with negative n and m . We denote the vector of the
trivial module of Â− as bra-vector < 0| . Thus due to the PBW theorem we have
a basis in F ∗ , whose elements are the following monomials

(9.2.7) < 0|ψ−m1
. . . ψ−mr

ψ+
n1
. . . ψ+

ns
,

{
0 < m1 < m2 < . . . ,

0 < n1 < n2 < . . . .

There is a unique pairing between the module F and F ∗ such that

< 0|0 >= 1 ,
and for any two vectors v ∈ F ∗ and w ∈ F and for any n ∈ Z + 1/2

< v|ψ±n w >=< vψ±n |w > .
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It is easy to see that with this definition the basis (9.2.7) is dual to the basis (9.0.4) .
It is also obvious that the module F ∗ admits the analogous charge decomposition
F ∗ = ⊕F ∗(m) and the analogous boson-fermion correspondence F ∗(m) ' B(m) ,
where B(m) is a right irreducible module over the oscillator algebra O = {αn}
induced from a one-dimensional representation C < m| of the commutative subal-
gebra O− = {αn , n ≤ 0} in which

< m|αn = mδn,0 < m| ∀ n ≤ −1 .

In this correspondence

(9.2.8) < m| =< 0|ψ∓1
2
ψ∓3

2
. . . ψ∓2|m|−1

2

,

where we put + if m > 0 and − if m < 0.
Thus we have that two quantum fields q(z) and q′(z) with values in End(F ) are

equal if and only if for any pair of vectors v and w of the bases (9.2.7) and (9.0.4),
respectively

(9.2.9) < v|q(z)|w >=< v|q′(z)|w > .

Since for any vector v of the basis (9.0.4) there exists N such that for any
collection of integers n1, . . . , ns with the sum n1 + . . . + ns > N

αn1 . . . αns
v = 0

the field

χ±(z) = u±1z±α0e∓
P

j<0
z−j

j αje∓
P

j>0
z−j

j αj

= u±1 : e±
R

α(z) :

is obviously a quantum field with values in End(F ) .
Straightforward calculations show that

(9.2.10) < m′|ψ±(z)|m >= z±mδm±1,m′ .

On the other hand the definition of the vectors |m > and < m′| implies that

(9.2.11) < m′|χ±(z)|m >= z±mδm±1,m′ .

It is easy to derive the commutation relations between χ±(z) and αn

[αn , χ
±(z)] = u±1[αn , : e±

R
α(z) : ] =

(9.2.12)

±u±1 : e±
R

α(z) :
∫

[αn , α(z)] = ±u±1 : e±
R

α(z) :
∫
nzn−1 = ±znχ±(z) .

Theorem 9.2 (and its analogue for the module F ∗) implies that for each m the
modules F (m) and F ∗(m) have the basis

{α−ns
. . . α−n1 |m >}

and the basis
{< m|αn1 . . . αns

} ,
respectively. Hence to prove the statement we have to show that for all combinations
of integers n0, n1, . . . , , ns, m0,m1, . . . ,mr
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< n0|αn1 . . . αns
χ±(z)α−m1 . . . α−mr

|m0 >=

=< n0|αn1 . . . αnsψ
±(z)α−m1 . . . α−mr |m0 > .

This can be easily proved by induction on numbers of right and left oscillator
modes. The base of the induction is given by (9.2.10) and (9.2.11) and the step is
based on (9.2.6) and (9.2.12) . Thus the statement is proved. �

9.3. Remark. It is easy to see that x = log u is a canonically conjugated operator
to α0. In string theory x plays a role of a coordinate of the string center of mass.
The fact that α0 has a discrete spectrum Z means that the respective string is
compactified on a circle in the direction of the coordinate x . (See any book on
string theory.)

10. Definition of vertex algebra

10.1. Definition. A Vertex Algebra (V, |0 >,Y ) is the following data:

• V is a vector (super)space (space of states).
• |0 >∈ V is called the vacuum vector.
• Y is a linear parity preserving map from V to the space of EndV -valued

fields (the state field correspondence). Given a ∈ V we call Y (a, z) a vertex
operator.

Such that the following axioms hold

• (Vacuum Axioms) Y (|0 >, z) = IdV , Y (a, z)|0 >= a+T (a)z+T2(a)z2+. . .
where T, Ti ∈ EndV .

• (Translation Covariance Axioms) [T, Y (a, z)] = ∂zY (a, z) and T is called
the infinitesimal translation operator.

• (Locality) {Y (a, z), a ∈ V } is a local system of fields.

10.2. Remark. Y (a, z) =
∑
a(n)z

−1−n where a(n) ∈ EndV and we can define
n-products of elements of V by

a(n)b = a(n)(b)

And the axioms can be rewritten in terms of the n-products:

Exercise 10.1.

• (Vacuum Axioms) |0 >(n) a = δn,−1a, (n ∈ Z), a(n)|0 >= δn,−1a (n ∈
Z+ ∪ {−1}).

• (Translation Covariance Axioms) [T, a(n)] = −na(n−1) (n ∈ Z).

And we also have that a(n)b = 0 for n >> 0 since the vertex operators are fields.
We can write the locality axiom in terms of n-products.

Proof. For the vacuum axioms:

Y (|0 >, z)a = a =
∑
n∈Z

|0 >(n) az
−1−n ⇔ |0 >(n) a = aδn,−1

and the second set:

Y (a, z)|0 >= a+ Ta+ T1az + · · · ⇒ a(n)|0 >= 0 if n ≥ 0 and a(−1)|0 >= a
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For the translation invariance axioms:

[T, Y (a, z)] =
∑

[T, a(n)]z−1−n

= −
∑

(n+ 1)a(n)z
−n−2 =

= −
∑

na(n−1)z
−1−n

⇔ [T, a(n)] = −na(n−1)

�

10.3. Definition. An Holomorphic vertex algebra is a vertex algebra where the
vertex operators Y (a, z) are formal power series in z.

10.4. Example. Let V have a structure of an unital commutative associative (su-
per)algebra with an even derivation T . Let

|0 > = 1,

Y (a, z)b =
(
ezTa

)
b =

∑
k≥0

zk

k!
(T ka)b =

∑
a(n)bz

−1−n

⇒ a(−1−n)b =
(
Tna

n!

)
b

This is a vertex algebra and a(n)b = 0 for n ≥ 0. And

a(−1−n)b =
(
Tna

n!

)
b n ≥ 0

Exercise 10.2. Check that this is a vertex algebra and moreover that every holo-
morphic vertex algebra is obtained in this way. For this define the product

ab = Y (a, z)b|z=0

T (a) = ∂zY (a, z)|0 > |z=0

Proof. for the vacuum axioms:

Y (|0 >, z)b =
(
ezT 1

)
b = b

Y (a, z)|0 > =
(
ezTa

)
= a+ Taz + . . .

Translation invariance:
[T, Y (a, z)]b = T

(
ezTa

)
b−

(
ezTa

)
Tb

=
(
TezTa

)
b

= ∂z

(
ezTa

)
b

= ∂zY (a, z)b

Locality is obvious from commutativity. The converse follows easily from results of
lecture 11. �

10.5. Theorem.
(1) Let V be a space of continuous Ucomp-valued formal distributions contain-

ing 1, ∂z-invariant and closed under all n-products (n ∈ Z). Suppose that
V is a local system. Then V is a vertex algebra with vacuum vector 1 and
n-product is the one for formal distributions. Also, Ta(z) = ∂za(z).



54 VICTOR G. KAC

(2) The same holds if V is a space of EndU-valued fields, satisfying the same
properties.

Exercise 10.3. A better setup to define normal ordered products is the following:
U is an associative unital (super)algebra with descending filtration

U ⊃ U0 ⊃ U1 ⊃ . . .

such that for any u ∈ U and n ∈ Z+ there exist m ∈ Z+ such that Umu ⊂ Un.
Then Ucomp consist of all infinite series

∑
uα such that all but finitely many uα

lie in UUn for each n ∈ Z+. Check that this is an associative (super)algebra that
contains U . A formal distribution is continuous if a(n) ∈ UUN for n >> 0 and
every N ∈ Z+. Show that one can define n-products as before.

Proof. The assumptions made here are what we previously got as a result of 4.5.
Note that the proof of proposition 4.7 is still valid in this context. �

Representing V = ∪Vj with dimVj = j we get a filtration

(EndV )j = {a ∈ EndV, aVj = 0}

Hence we have (2) in the theorem as a special case of (1).

Proof of Thm 10.5. We have for n ≥ 0 that

1(−1)a(z) = : 1a(z) := a(z)

1(−1−n)a(z) = :
∂n

n!
1a(z) := 0

1(n)a(w) = Resz[1, a(w)](z − w)n = 0

These are the first set of axioms. To check the second set

a(z)(n)1 = 0

a(z)(−1−n)1 = 0

a(z)(−1−n)1 = :
∂n

z a(z)
n!

1 :=
∂n

z a(z)
n!

Ta(z) = a(z)(−2)1 = ∂za(z)

Now we have to check the translation axiom [T, a(n)]b = −na(n−1)b.

∂z(a(z)(n)b(z))− a(z)(n)∂zb(z) = −na(z)(n−1)b(z)

But this is

(∂za(z))(n)b(z) = −na(z)(n−1)b(z)

which we know is true. Hence only locality is left. For that
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Y (a(w),x)b(w) =
∑
n∈Z

(a(w)(n)b(w))x−1−n =

= Resz

[
(a(z)b(w)iz,w

(∑
n∈Z

x−1−n(z − w)n

)
−(10.5.1)

− p(a, b)b(w)a(z)iw,z

(∑
n∈Z

x−1−n(z − w)n

)]
= Resz

(
a(z)b(w)iz,wδ(z − w, x)− p(a, b)b(w)a(z)iw,zδ(z − w, x)

)
Exercise 10.4. Prove that the commutator is given by

[Y (a(z), x), Y (b(w), y)]c(w) =

= Resz1 Resz2([a(z1), b(z2)]c(w)iz1,wiz2,w−
− p(a, c)p(b, c)c(w)[a(z1), b(z2)]iw,z1iw,z2)δ(z1 − w, x)δ(z2 − w, y)

Proof. From (10.5.1) we get an expression for the product:

Y
(
a(z), z

)
Y
(
b(w), y

)
c(w) = Resz1 Resz2

{
a(z1)b(z2)c(w)iz1,wiz2,w−

− p(a, b)p(a, c)b(z2)c(w)a(z1)iw,z1iz2,w − p(b, c)a(z1)c(w)b(z2)iz1,wiw,z2+

+ p(a, b)p(a, c)p(b, c)c(w)b(z2)a(z1)iw,z1iw,z2

}
δ(z1 − w, x)δ(z2 − w, y)

and a similar expression for Y
(
b(w), y

)
Y
(
a(z), x

)
c(w).

Subtracting we get the desired commutator:[
Y
(
a(z), x

)
, Y
(
b(w), y

)]
c(w) =

=Resz1 Resz2

{[
a(z1)b(z2)c(w)−

− p(a, b)b(z2)a(z1)c(w)
]
× iz1,wiz2,w − p(a, b)p(a, c)b(z2)c(w)a(z1)iw,z1iz2,w+

+ p(a, b)p(a, c)b(z2)c(w)a(z1)iz2,wiw,z1 − p(b, c)a(z1)c(w)b(z2)iz1,wiw,z2+

+ p(a, b)p(a, b)p(b, c)a(z1)c(w)b(z2)iw,z2iz1,w − p(b, c)p(a, c)c(w)
[
a(z1)b(z2)−

− p(a, b)b(z2)a(z1)
]
iw,z2iw,z1

}
δ(z1 − w, x)δ(z2 − w, y)

=Resz1 Resz2

{
[a(z1), b(z2)]c(w)iz1,wiz2,w−

− p(a, c)p(b, c)c(w)[a(z1), b(z2)]iw,z1iw,z2

}
δ(z1 − w, x)δ(z2 − w, y)

�

Also we know that (z1 − z2)n[a(z1), b(z2)] = 0. We claim that

(x− y)n[Y (a(z), x), Y (b(w), y)]c(w) = 0 n >> 0
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Indeed x − y = (z1 − z2) − ((z1 − w) − x) + ((z2 − w) − y) hence all terms in the
expansion of (x − y)n different from (z1 − z2)n contain either ((z1 − w) − x) or
((z2 − w)− y) so we clearly get the result from the exercise. �

10.6. Corollary. Any identity that holds for a general vertex algebra automatically
holds for a local system of continuous formal distributions, or of fields.

Proof. Given such a system say F , we take the closure F̄ . This is the minimal space
which contains 1 and is closed under n-products. By Dong’s lemma it is again local
hence we can apply 10.5 And F̄ is a vertex algebra. �

10.7. Lemma. Let V be a vector space and let |0 >∈ V be a vector, and let a(z), b(z)
be EndV -valued fields such that a(n)|0 >= 0 and b(n)|0 >= 0 for all n ≥ 0. Then
for all N ∈ Z, a(N)b|0 > contains no negative powers of z and the constant term is
a(N)b(−1)|0 > i.e.

a(z)(N)b(z)|0 > |z=0 = a(N)b(−1)|0 >

Proof. For N ≥ 0 we have

a(w)(N)b(w)|0 > = Resz[a(z), b(w)](z − w)N |0 >

= Resz

∑
m,n

[a(m), b(n)]z−1−mw−1−n
N∑

j=0

(
N

j

)
zj(−w)N−j |0 >

=
∑
n∈Z

N∑
j=0

(
N

j

)
(−1)N−j [a(j), b(n)]wN−n−j−1|0 >

=
∑
n<0

N∑
j=0

(
N

j

)
(−1)N−jwN−n−j−1a(j)b(n)|0 >

Hence N − n − j − 1 ≥ 0 and the constant term occurs when j = N and n = −1
and it is equal to a(N)b(−1)|0 >. This proves the case when N ≥ 0 now for the
other cases:

a(z)(−1−N)b(z)|0 > =
∂N

z

N !
a(z)+b(z)|0 > +p(a, b)b(z)

∂N
z a(z)−
N !

|0 >

=
∂Na(z)+

N !
b(z)+|0 >

This shows that the expansion only contains non-negative powers of z, the rest of
the statement is obvious. �

11. Uniqueness and n-product theorems

11.1. Lemma. Let A be a linear operator on a vector space U then there exist a
unique solution of the differential equation

df(z)
dz

= Af(z), f ∈ U [[z]],

for any initial condition f(0) = f0.

Exercise 11.1. Prove the lemma.
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Proof.

f(z) =
∑
i∈Z+

aiz
i (ai ∈ U),

df(z)
dz

= Af(z), f(0) = f0, f ∈ U [[z]]

⇔
∑

i 6=0∈Z+

iaiz
i−1 =

∑
i∈Z+

Aaiz
i, a0 = f0

⇔ ai+1 =
Aai

i+ 1
, a0 = f0

But the last condition is clearly a recursion which determines a unique sequence
of coefficients of a power series for f . Hence a solution of the given differential
equation exists and is unique. �

11.2. Proposition. Let V be a vertex algebra. Then it follows

(1) Y (a, z)|0 >= ezTa.
(2) ezTY (a,w)e−zT = iw,zY (a, z + w).
(3) (Y (a, z)(n)Y (b, z))|0 >= Y (a(n)b, z)|0 >.

Proof. In all three cases both sides are formal powers in z with coefficients in V ,
(EndV )[[w,w−1]] and V , respectively. Indeed this follows easily from the vacuum
axioms and lemma 10.7. Also, in all three cases the initial conditions are equal.
Indeed the only non-trivial case is (3) but we see by lemma 10.7 that:

(
Y (a, z)(n)Y (b, z)

)
|0 > |z=0 = a(n)(b(−1)|0 >) = a(n)b|0 >

Now by Ex 11.1 it remains to show that both sides satisfy the same differential
equation. Denote the RHS by X(z), then it satisfies the following differential equa-
tions:

(1) dX(z)
dz = TX(z).

(2) dX(z)
dz = [T,X(z)] by the translation axiom.

(3) dX(z)
dz = TX(z) by the translation axiom and T |0 >= 0.

But now we only have to check that the LHS satisfy the same differential equations,
in each case:

(1) Is clear by the translation invariance axiom.
(2) TX(z)−X(z)T = dX(z)

dz .

�

Exercise 11.2. Check that the LHS of (3) satisfies the differential equation:

dX(z)
dz

= TX(z)
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Proof.

TY (a,w)(n)Y (b, w)|0 >=

= Resz

{
TY (a, z)Y (b, w)|0 > iz,w(z − w)n−

− p(a, b)TY (b, w)Y (a, z)|0 > iw,z(z − w)n

}
= Resz

{[
T, Y (a, z)

]
Y (b, w)|0 > iz,w(z − w)n+

+ Y (a, z)TY (b, w)|0 > iz,w(z − w)n−
− p(a, b)

[
T, Y (b, w)

]
Y (a, z)|0 > iz,w(z − w)n−

− p(a, b)Y (b, w)TY (a, z)|0 > iw,z(z − w)n

}
= Resz

{[
T, Y (a, z)

]
Y (b, w)|0 > iz,w(z − w)n−

− p(a, b)Y (b, w)
[
T, Y (a, z)

]
|0 > iw,z(z − w)n+

+ Y (a, z)
[
T, Y (b, w)

]
|0 > iz,w(z − w)n−

− p(a, b)
[
T, Y (b, w)

]
Y (a, z)|0 > iw,z(z − w)n

}
=
[
T, Y (a, z)

]
(n)
Y (b, w)|0 > +Y (a,w)(n)

[
T, Y (b, w)]|0 >

= ∂Y (a,w)(n)Y (b, w)|0 > +Y (a,w)(n)∂Y (b, w)|0 >
= ∂
(
Y (a,w)(n)Y (b, w)|0 >

)
�

11.3. Theorem (Uniqueness Theorem). Let V be a vertex algebra and let B(z) be
an EndV -valued field such that:

(1) (B(z), Y (a, z)) is a local pair for all a ∈ V .
(2) B(z)|0 >= Y (b, z)|0 >

Then B(z) = Y (b, z).

Proof. Consider the difference B1(z) = B(z)− Y (b, z), then
(1) (B1(z), Y (a, z)) is a local pair by the locality axiom.
(2) B1(z)|0 >= 0

Hence it is enough to prove that B1(z) = 0. Now by locality we have

(z − w)NB1(z)Y (a,w)|0 >= ±(z − w)NY (a,w)B1(z)|0 >= 0

Hence (z−w)NB1(z)ewTa = 0 by prop. 11.2(1). Letting w = 0 we get zNB1(z)a = 0
hence B1(z)a = 0 for all a ∈ V , so B1(z) = 0. �

11.4. Theorem (nth-product Theorem).

Y (a(n)b, z) = Y (a, z)(n)Y (b, z)

Proof. We apply the uniqueness theorem. Let B(z) be the RHS. Then (1) holds by
Dong’s lemma, and (2) holds by Proposition by 11.2(3). �

11.5. Corollary.
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(1) Y (a(−1)b, z) =: Y (a, z)Y (b, z) :
(2) Y (Ta, z) = ∂zY (a, z)
(3) The OPE [Y (a, z), Y (b, z)] =

∑
j∈Z Y (a(j)b, w)∂j

wδ(z − w)/j!

Proof.
(1) Follows from the theorem letting n = −1.
(2) Follows from the theorem letting b = |0 > and n = −2. Indeed we have:

Y (Ta, z) = Y (a(−2)|0 >, z) = Y (a, z)(−2)I =: ∂Y (a, z)I := ∂Y (a, z)

(3) By the decomposition theorem due to the locality axiom we have:

[Y (a, z), Y (b, z)] =
∑
j∈Z

Y (a,w)(j)Y (b, w)∂j
wδ(z − w)/j!

And now the result follows from the theorem.
�

11.6. Remark. Any vertex algebra V is an example of a vertex algebra of EndV -
valued fields a→ Y (a, z) on V , by the n-product theorem.

11.7. Theorem (Skew-symmetry or Quasi-symmetry).

Y (a, z)b = p(a, b)ezTY (b,−z)a

Proof. By the locality axiom we have that:

(z − w)NY (a, z)Y (b, w)|0 >= (z − w)Np(a, b)Y (b, w)Y (a, z)|0 > N >> 0.

Now we use (1) in prop. 11.2 and we get for N >> 0:

(z − w)NY (a, z)ewT b = (z − w)Np(a, b)Y (b, w)ezTa

= (z − w)Np(a, b)ezT e−zTY (b, w)ezTa

= (z − w)Np(a, b)ezT iw,zY (b, w − z)a

The LHS is a formal power series in w and the right hand side too since for N >> 0
we have b(N)a = 0. Hence now we can let w = 0 and now we can multiply by z−N

to get the answer. �

Exercise 11.3.

(1) Show that (2) in Corollary 11.5 means that (Ta)(n)b = −na(n−1)b for all
n ∈ Z.

(2) Show that Skew-symmetry means that:

a(n)b = −p(a, b)(−1)n
∑
j≥0

(−T )j

j!
(b(n+j)a)

and show that for n = −1 this is quasi-commutativity for the normally
ordered product, i.e.:

a(−1)b− p(a, b)b(−1)a =
∫ 0

−T

[aλb]dλ

where [aλb] =
∑

λj

j! a(j)b.
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Proof. (1)

Y (Ta, z) = ∂zY (a, z)

⇔
∑
n∈Z

(Ta)(n)z
−n−1 = ∂z

∑
n∈Z

a(n−1)z
−n =

∑
n∈Z

−na(n−1)z
−n−1

⇔ (Ta)(n) = −na(n−1), ∀n ∈ Z

Hence:
(Ta)(n)b = −na(n−1)b

(2)

Y (a, z)b = p(a, b)ezTY (b,−z)a

→
∑

a(n)bz
−n−1 = p(a, b)(

∑
j≥0

zjT j

j!
)(
∑

b(k)a(−z)−k−1)

Taking coefficients at z−n−1 in both sides we get:

a(n)b = p(a, b)
∑
j≥0

T j

j!
(−1)−n−j−1b(nj)a

= −p(a, b)(−1)n
∑
j≥0

(−T )j

j!
(b(n+j)a)

(3) For n = −1 we get

: ab : = p(a, b) : ba : +p(a, b)
∑
k≥0

(−T )k+1

(k + 1)!
b(k)a

⇔: ba : −p(a, b) : ab : = −
∑
k≥0

(−T )k+1

(k + 1)!
b(k)a =

∫ 0

−T

[bλa]dλ

�

Exercise 11.4. Prove a special case of the (−1)-product formula, called quasi-
associativity:

(a(−1)b)(−1)c− a(−1)(b(−1)c) =

=
∑

j∈Z+

a(−j−2)(b(j)c) + p(a, b)
∑

j∈Z+

b(−j−2)(a(j)c)

=

(∫ −T

0

dλa

)
(−1)

[bλc] + p(a, b)

(∫ −T

0

dλb

)
(−1)

[aλc],

where we first expand λ-bracket into powers of λ, then integrate and finally take
−1st-products.

Proof. Let A = Y (a, z), B = Y (b, z) be the corresponding formal distributions. We
will use the simple formula (4.7.1) for the normal product :

: A(z)B(z) : = A+(z)B(z) + p(A,B)B(z)A(z)−

=
∑
n∈Z

: AB :(n) z
−1−n
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Where:

: AB :(n)=
−∞∑

j=−1

a(j)b(n−j−1) + p(a, b)
∞∑

j=0

b(n−j−1)a(j)

It is clear that:

: AB :(−1) =
−∞∑

j=−1

a(j)b(−1−j−1) + p(a, b)
∞∑

j=0

b(−1−j−1)a(j)

=
−∞∑

j=−1

a(j)b(−2−j) + p(a, b)
∞∑

j=0

b(−2−j)a(j)

Hence:

: AB :(−1) −a(−1)b(−1) =
−∞∑

j=−2

a(j)b(−2−j) + p(a, b)
∞∑

j=0

b(−2−j)a(j)

=
∞∑

t=−2−j=0

a(−2−t)b(t) + p(a, b)
∞∑

j=0

b(−2−j)a(j)

=
∞∑

j=0

a(−2−j)b(j) + p(a, b)
∞∑

j=0

b(−2−j)a(j)

From the product formula we deduce that:

(a(−1)b)(−1) − a(−1)b(−1) = Y (a(−1)b, z)(−1) − a(−1)b(−1)

=
(
Y (a, z)(−1)Y (b, z)

)
(−1)

− a(−1)b(−1)

=: AB :(−1) −a(−1)b(−1)

=
∞∑

j=0

a(−2−j)b(j) + p(a, b)
∞∑

j=0

b(−2−j)a(j)

Applying both sides to c we obtain the desired result. Finally,(∫ −T

0

dλa

)
(−1)

[bλc] =

(∫ −T

0

dλa

)
(−1)

j=∞∑
j=0

λj

j!
(b(j)c)


=

j=∞∑
j=0

((∫ −T

0

λj

j!
dλ

)
a

)
(−1)

(b(j)c))

=
( j=∞∑

j=0

(−T )j+1

(j + 1)!
a

)
(−1)

(b(j)c)

Now applying j+1 times Exercise 11.3(1) to the term
(

(−T )j+1

(j+1)! a
)

(−1)
(b(j)c) we

get:

(−1)j+1

(
T j+1

(j + 1)!
a

)
(−1)

(b(j)c) = (−1)j

(
T j

(j)!
a

)
(−2)

(b(j)c) = ... = a(−j−2)(b(j)c)

�
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11.8. Theorem. Let V be a vertex algebra, then V is a Lie conformal (super)algebra
with ∂ = T and

[aλb] =
∑

j∈Z+

λj

j!
(a(j)b)

Proof. We know that [T, a(n)]b = −na(n−1)b by translation invariance. Also we
know that (Ta)(n)b = −na(n−1)b from Ex 11.3(1). Hence we have sesquilinearity.
Skewsymmetry of the Lie conformal algebra is (2) in Ex 11.3 for n ≥ 0. The Jacobi
identity follows from the n-product theorem. �

To give a conceptual proof of the above theorem, we introduce the formal
Fourier transform of a formal distribution in one indeterminate:

Fλ
z a(z) = Resz e

λza(z)

Its properties are summarized in:
(1) Fλ

z ∂za(z) = −λFλ
z a(z).

(2) Fλ+µ
z [a(z)λb(z)] = [Fλ

z a(z), F
µ
z b(z)]

(3) Fλ
z (ezTa(z)) = Fλ+T

z a(z).
(4) Fλ

z a(−z) = −F−λ
z a(z).

Proof. (1)
∂ze

λza(z) = λeλza(z) + eλz∂za(z)

Taking Resz of both parts we get:

0 = λFλ
z a(z) + Fλ

z ∂za(z)

(2)

Fλ+µ
z [a(z)λb(z)] = Resz e

(λ+µ)z Resx e
λ(x−z)(a(x)b(z)− p(a, b)b(z)a(x))

= Resz Resx(eλxa(x)eµzb(z)− ip(a, b)eλxa(x)eµzb(z))

= Resx e
λxa(x) Resz e

µzb(z)− p(a, b) Resz e
µzb(z) Resx e

λxa(x)

= [Fλa(z), Fµb(z)]

(3) Fλ
z (ezTa(z)) = Resz e

λzezTa(z) = Resz e
(λ+T )za(z) = Fλ+Ta(z)

(4) Denote G(z) = eλza(−z) + e−λza(z). Then G(z) = G(−z), hence G(z)
is an even formal distribution and its coefficients at odd powers are zero.
In particular Resz G(z) = 0 ⇒ Resz e

λza(−z) + Resz e
−λza(z)) = 0 ⇒

Fλ
z a(−z) + F−λ

z a(z) = 0.
�

The fundamental property is that the Fourier transforms a vertex algebra to a
Lie conformal (super)algebra.

Fλ
z (Y (a, z)b) = [a(z)λb(z)]

by definition of the λ-bracket. Applying Fλ
z to both sides of the skew-symmetry

property of V produces skew-symmetry of the λ-bracket.
The n-product Theorem for n ≥ 0 can be written as:

Y ([aλb], z)c = [Y (a, z)λY (b, z)]c

And now applying Fλ+µ
z to both sides we get the Jacobi identity.
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12. Existence theorem

Exercise 12.1. The OPE for vertex operators Y (a, z) and Y (b, z) is given by

[a(m), Y (b, w)] =
∑

j∈Z+

(
m

j

)
Y (a(j)b, w)wm−j(12.0.1a)

= Y (e−wTa(m)e
wT b, w) m ≥ 0(12.0.1b)

Proof.

[a(m), Y (b, w)] =
∑
n∈Z

[a(m), b(n)]w−1−n

=
∑
n∈Z

∑
j∈Z+

(
m

j

)
(a(j)b)(m+n−j)w

−1−n

=
∑

j∈Z+

(
m

j

)
wm−j

∑
n∈Z

(a(j)b)(m+n−j)w
−1−(m+n−j)

=
∑

j∈Z+

(
m

j

)
wm−jY (a(j)b, w)

Note now that by Dong’s lemma [a(m), Y (b, w)] is local with Y (c, z) for all c. To
apply the uniqueness theorem we need to check the action on the vacuum vector,
for that:

[a(m), Y (b, w)]|0 > = a(m)e
wT b− p(a, b)Y (b, w)a(m)|0 >

= a(m)e
wT b since m ≥ 0

On the other hand:
Y (e−wTa(m)e

wT b, w)|0 > = ewT e−wTa(m)e
wT b

= a(m)e
wT b

And the result follows from the uniqueness theorem. �

Exercise 12.2. Derive from (12.0.1a) that

[aλY (b, w)c] = p(a, b)Y (b, w)[aλc] + eλwY ([aλb], w)c

Hence a(0) is a derivation of all n-th products (n ∈ Z). And this last equation is
the non-abelian Wick Formula (in presence of locality).

Proof. Summing over m we get∑
m∈Z+

a(m)Y (b, w)c
λm

m!
=

=
∑

m,j∈Z+

(
m

j

)
wm−jY (a(j)b, w)c

λm

m!
+
∑

m∈Z+

p(a, b)Y (b, w)a(m)c
λm

m!

=
∑

m,j∈Z+

wm−jλm−j

(m− j)!
Y

(
(a(j)b)

λj

j!
, w

)
c+ p(a, b)Y (b, w)[aλc]

= eλwY ([aλb], w) + p(a, b)Y (b, w)[aλc]

It is straightforward to check that we would get the same equation if we use the
non-abelian Wick formula. �
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Exercise 12.3. Give an explicit expression for

(a(−1)b)(−1)c− a(−1)(b(−1)c)

Note now that the RHS is (super)symmetric in a and b. Deduce that a(−1)b −
p(a, b)b(−1)a is a Lie (super)algebra bracket.

Show also that the free boson ([αλα] = λ) is not associative

:: αα : α : − : α : αα :: 6= 0

Proof. In Ex 11.4 we proved that

(12.0.2) (a(−1)b)(−1)c− a(−1)(b(−1)c) =
∑

j

a(−j−2)(b(j)c) + p(a, b)(a↔ b)

It is clear that the RHS is (super)symmetric in a and b. To check that a(−1)b −
p(a, b)b(−1)a is a Lie (super)algebra bracket we need to check only the Jacobi iden-
tity (skew-commutativity is obvious). For this we expand (all the products are
(−1)-products):

[a, [b, c]] = a(bc)− p(c, b)a(cb)− p(a, b)p(a, c)(bc)a+ p(a, b)p(a, c)p(b, c)(cb)a

[b, [a, c]] = b(ac)− p(c, a)b(ca)− p(a, b)p(b, c)(ac)b+ p(a, b)p(b, c)p(a, c)(ca)b

[[a, b], c] = −p(a, c)p(c, b)[c, [a, b]] = p(c, a)p(c, b)p(a, b)[c, [b, a]]

[[a, b], c] = p(a, b)p(b, c)p(c, a)c(ba)− p(b, c)p(c, a)c(ab)− p(a, b)(ba)c+ (ab)c

Now we subtract the fourth equation and add the second (times p(a, b)) to the first
equation to find:

[a(bc)− (ab)c]︸ ︷︷ ︸
I

+ p(a, b)p(b, c)p(c, a)[(cb)a− c(ba)]︸ ︷︷ ︸
II

− p(c, a)[a(cb)− (ac)b]︸ ︷︷ ︸
III

−

− p(a, b)p(a, c)[(bc)a− b(ca)]︸ ︷︷ ︸
III

+ p(a, b)[(ba)c− b(ac)]︸ ︷︷ ︸
I

+ p(b, c)p(c, a)[c(ab)− (ca)b]︸ ︷︷ ︸
II

and since the associator is (super)symmetric in a and b we see that the terms with
equal labels cancel each other, proving Jacobi Identity.

In the particular case of the Free boson applying directly (12.0.2) we get:

: αα : α : − : α : αα ::= 2
∑

α(j−2)(α(j)α) = 2α(−1)1 = 2α 6= 0.

�

12.1. Definition.
(1) A subalgebra of a vertex algebra is a subspace U , which contains |0 > and

is closed under all n-products.
(2) An Ideal of a vertex algebra is a subspace J such that |0 >/∈ J , TJ ⊂ J

and V(n)J ⊂ J for all n ∈ Z.
(3) An Homomorphism ϕ : U → V is a linear map such that ϕ(a(n)b) =

ϕ(a)(n)ϕ(b) for all n and ϕ(|0 >U ) = |0 >V .
(4) The Tensor Product of two vertex algebras V1 and V2 is the vertex algebra

V1 ⊗ V2 with |0 >= |0 >1 ⊗|0 >2 and

Y (a1 ⊗ a2, z) = Y (a1, z)⊗ Y (a2, z) =
∑

m,n∈Z
(a1(m) ⊗ a2(n))z−m−n−2

Comments:
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• If J is an ideal then also J(n)V ⊂ J for all n ∈ Z and this follows from the
skew-symmetry of the n-th product and the fact that J is T -invariant.

• The kernel of a given morphism is an ideal.
• a1(m) ⊗ a2(m) ∈ End(V1 ⊗ V2) is defined by

(a1(m) ⊗ a2(n))(v1 ⊗ v2) = p(a2, v1)a1(m)v1 ⊗ a2(n)v2

and p(a⊗ b) = p(a) + p(b).

Exercise 12.4. Check that the tensor product defined above is a vertex algebra with
T = T1 ⊗ 1 + 1⊗ T2.

Proof. We have to check several axioms.
vacuum axioms:

Y (|0 >1 ⊗|0 >2, z) = Id1 ⊗ Id2 = Id

Y (a⊗ b, z)|0 > = Y (a, z)⊗ Y (b, z)|0 > ⊗|0 >
= ezTa⊗ ezT b

= a⊗ b+ a⊗ Tbz + Ta⊗ bz + o(z)

= a⊗ b+ T (a⊗ b)z + o(z)

trans. invariance:
[T, Y (a⊗ b, z)] = [T1 ⊗ 1, Y (a, z)⊗ Y (b, z)] + [1⊗ T2, Y (a, z)⊗ Y (b, z)]

= [T1, Y (a, z)]⊗ Y (b, z) + Y (a, z)⊗ [T2, Y (b, z)]

= ∂zY (a, z)⊗ Y (b, z) + Y (a, z)⊗ ∂zY (b, z)

= ∂z

(
Y (a, z)⊗ Y (b, z)

)
= ∂zY (a⊗ b, z)

locality: expanding [Y (a1 ⊗ b1, z), Y (a2 ⊗ b2, w)](v1 ⊗ v2) we get:

(
Y (a1, z)⊗ Y (b1, z)

)(
Y (a2, w)⊗ Y (b2, w)

)
v1 ⊗ v2−

−p(a1 + b1, a2 + b2)
(
Y (a2, w)⊗ Y (b2, w)

)(
Y (a1, z)⊗ Y (b1, z)

)
v1 ⊗ v2

=
(
Y (a1, z)⊗ Y (b1, z)

)
p(b2, v1)Y (a2, w)v1 ⊗ Y (b2, w)v2 −

−p(a1 + b1, a2 + b2)
(
Y (a2, w)⊗ Y (b2, w)

)
p(b1, v1)Y (a1, z)v1 ⊗ Y (b1, z)v2

= p(b1, v1)p(b1, a2)p(b2, v1)Y (a1, z)Y (a2, w)v1 ⊗ Y (b1, z)Y (b2, w)v2 −
−p(a1 + b1, a2 + b2)p(b1, b1)p(b2, a1)p(b2v1)Y (a2, w)Y (a1, z)v1 ⊗ (b2, w)Y (b1, z)v2

= (b1, v1)p(b1, a2)p(b2, v1)Y (a1, z)Y (a2, w)v1 ⊗ Y (b1, z)Y (b2, w)v2 −
−p(a1, a2)p(b1, a2)p(b1, b2)p(b1, v1)p(b2v1)Y (a2, w)Y (a1, z)v1 ⊗ Y (b2, w)Y (b1, z)v2

= p(b1, v1)p(b1, a2)p(b2, v1)Y (a1, z)Y (a2, w)v1 ⊗ Y (b1, z)Y (b2, w)v2 −
−p(b1, v1)p(a2, a1)p(b1, a2)p(b2, v1)Y (a2, w)Y (a1, z)v1 ⊗ Y (b1, z)Y (b2, w)v2 +
+p(b1, v1)p(a2, a1)p(b2, v1)p(b1, a2)Y (a2, w)Y (a1, z)v1 ⊗ Y (b1, z)Y (b2, w)v2 −
−p(b1, v1)p(a1, a2)p(b1, a2)p(b2v1)p(b1, b2)Y (a2, w)Y (a1, z)v1 ⊗ Y (b2, w)Y (b1, z)v2

= p(b2, v1)p(b1, a2)p(b2, v1)[Y (a1, z), Y (a2, w)]v1 ⊗ Y (b1, z)Y (b2, w)v2 +
+p(a2, a1)p(b2, v1)p(b1, a2)Y (a2, w)Y (a1, z)v1 ⊗ [Y (b1, z), Y (b2, w)]v2

Now it is clear that multiplying by (z − w)n we get zero for sufficiently large n.
�
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12.2. Remark. An equivalent definition of a vertex algebra: quadruple (V, |0 >
Y (a, z), T ) where V is a vector space, |0 >∈ V , Y (a, z) is an EndV -valued field
such that a→ Y (a, z) is linear. Finally T ∈ EndV such that

• Vacuum axioms Y (|0 >, z) = IdV , Y (a, z)|0 > |z=0 = a, T |0 >= 0,
• Translation invariance [T, Y (a, z)] = ∂zY (a, z),
• locality (z − w)N [Y (a, z), Y (b, w)] = 0 for some N >> 0.

Is clear that the old definition implies the new one since Ta = a(−2)|0 >, hence
we get T |0 >= |0 >(−2) |0 >= 0.

To prove the other implication we need to show that Ta = a(−2)|0 >. But we
have

TY (a, z)|0 > −Y (a, z)T |0 >= ∂zY (a, z)|0 >
Hence Ta+O(z) = a(−2)|0 > +O(z) so Ta = a(−2)|0 >.

12.3. Theorem (Existence Theorem). Let V be a vector space, |0 >∈ V , and
T ∈ EndV . Let

F = {aj(z) =
∑

aj
(n)z

−1−n}j∈J

be a collection of EndV -valued fields such that the following properties hold:
(1) aj(z)|0 > |z=0 = aj ∈ V , and T |0 >= 0.
(2) [T, aj(z)] = ∂za

j(z).
(3) All pairs (ai(z), aj(z)) are local.
(4) The following vectors span V

ajs

(ns) . . . a
j1
(n1)

|0 >

Then the formula:

(12.3.1) Y (ajs

(ns) . . . a
j1
(n1)

|0 >, z) = ajs(z)(ns)(. . . aj2(z)(n2)(a
j1(z)(n1) IdV ) . . . )

defines a structure of a vertex algebra on V with vacuum vector |0 >, infinitesimal
translation operator T , such that

(12.3.2) Y (aj , z) = aj(z).

Such a structure of vertex algebra is unique.

Proof. Uniqueness is clear since for any vertex algebra we have Y (a(n)b, z) =
Y (a, z)(n)Y (b, z).

To prove existence we may assume that the identity operator is in F . We claim
that the following linear map is injective

ϕ : span F → V,

aj(z) → aj .

Indeed, suppose that a(z) =
∑
cja

j(z), and ϕa(z) = 0, hence

a(z)|0 > |z=0 = 0

Now we state the following lemma which is important in its own:

12.4. Lemma. Let V be a vector space, |0 >∈ V a vector and {aj(z)} be a family
of EndV -valued fields satisfying (4) above. Let a(z) be an EndV -valued field such
that

(1) all (aj(z), a(z)) are local pairs.
(2) a(z)|0 >= 0.
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then a(z) = 0

Proof. ∏
i

(zi − w)Nia(w)aj1(z1) . . . ajs(zs)|0 >=

= ±
∏

i

(zi − w)Niaj1(z1) . . . ajs(zs)a(w)|0 >

= 0

But since all the products are fields, the LHS is a Laurent series in

V ((zs)) . . . ((z1))((w))

Which doesn’t have zero divisors, hence we can cancel
∏

(zi − w)Ni . Taking now
the coefficients of z−1−n1

1 . . . z−1−ns
s we get that

a(w)(aj1
(n1)

. . . ajs

(ns)|0 >) = 0

and due to (4) we have then a(w) = 0. �

Going back to the proof of the theorem, we have a(z)|0 > |z=0 = 0. It is easy
to see that ϕ∂a(z) = Tϕa(z) and this together with (2) implies aj(z)|0 >= eTzaj ,
hence a(z)|0 >= 0 and now by the lemma we have a(z) = 0.

Now we have ϕ injective and using (4) we choose a basis of V consisting of vectors
ajs

(ns) . . . a
j1
(n1)

|0 > that includes the vectors |0 > and aj such that aj(z) is a basis
for the span of F . Define the vertex operators by (12.3.1) for this basis. This gives
us a state-field correspondence, and we have to check that it satisfies all the three
axioms in the definition of vertex algebra. Locality is clear by Dong’s lemma. The
vacuum axioms follow easily from lemma 10.7. Translation invariance holds since
adT and ∂z are derivations of all n-th products and both annihilate IdV therefore
they are equal.

To finish the proof, note that injectivity of ϕ implies

a(z)|0 >=
∑

cj1,...,js,n1,...,ns
ajs

(ns) . . . a
j1
(n1)

|0 >

if and only if

a(z) =
∑

cj1,...,js,n1,...,ns
ajs(z)(ns)(. . . aj2(z)(n2)(a

j1(z)(n1) IdV ) . . . )

Since (12.3.1) holds for basis vectors by definition, and both sides are linear, it
holds in general. The same argument applies to (12.3.2). �

12.5. Example. Vertex Algebra of the Free Boson. The vector space is
V = C[x1, x2, . . . ], |0 >= 1. Let

α(z) =
∑
n∈Z

αnz
−1−n

where for n > 0 we let αn = ∂
∂xn

and α−n = nxn, α0 = 0. Let for j1, . . . jn ≥ 1.

Y (xj1xj2 . . . xjn
, z) =

: ∂j1−1
z α(z) . . . ∂jn−1

z α(z) :
j1!j2! . . . jn!

where for any fields a1(z), . . . an(z), we define

: a1(z) · · · an(z) :=: a1(z) : a2(z) : . . . : an−1(z)an(z) : . . . ::
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This is a vertex algebra. To show this we apply the existence theorem. Let
F = {α(z)}; we only need to find T such that [T, α(z)] = ∂zα(z).

Exercise 12.5. T =
∑

n≥2 nxn
∂

∂xn−1
has this property.

Proof. for m > 0 we have

[T, αm]f =
∑
n≥2

nxn
∂2f

∂xn−1∂xm
−
∑
n≥2

n
∂

∂xm

(
xn

∂f

∂xn−1

)
= −

∑
n≥2

nδn,m
∂f

∂xn−1

= −m ∂

∂xm−1
f

= −mαm−1f

And also for m > 0.

[T, α−m]f =
∑
n≥2

nxn
∂

∂xn−1
(xmf)−

∑
n≥2

nxnxm
∂f

∂xn−1

=
∑
n≥2

nδm,n−1xnf

= (m+ 1)xm+1f

= −(−m− 1)α−m−1f

�

13. Examples of vertex algebras

Applications of the existence Theorem. Recall that a formal distribution Lie
(super)algebra is a pair (g,F) where g is a Lie (super)algebra and F is a local family
of g-valued formal distributions, whose coefficients span g. It is called regular if
there exist a derivation T of g such that Ta(z) = ∂za(z). Recall also that g− is
defined to be the span of all a(n) with n ≥ 0 and a ∈ F̄ , it is a subalgebra of g
called the annihilation subalgebra since we have

[a(m), b(n)] =
∑

j∈Z+

(
m

j

)
(a(j)b)(m+n−j)

Moreover Tg− ⊂ g− since Ta(n) = −na(n−1).

Exercise 13.1. Let T be a derivation of the Lie (super)algebra g. Show that
(1) T extends uniquely to a derivation T of U(g), and that T (1) = 0.
(2) The Center of g is T -invariant.

Proof. (1) Since T is a derivation, it satisfies the identity

T ([a, b]) = [T (a), b] + (−1)p(a)p(T )[a, T (b)]

for any pair of elements a, b ∈ g. We only need to define T on the basis
elements of U(g), ai1 .ai2 . . . ain . For n > 0 we do it inductively (by n) by :

T (bai) = T (b)ai + (−1)p(b)p(T )bT (ai)

For n = 0, observe that we must have T (1 · 1) = T (1) + T (1), that is
T (1) = 0. This much is forced on us by requiring that T be a derivation of
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U(g), hence if T exists, it is unique. Now, by linearity, we can see that for
any two elements b, c ∈ U(g), we have

T (bc) = T (b)c+ (−1)p(b)p(T )bT (c)

from which the commutation relation follows trivially.
(2) Pick an arbitrary element a of the center of g. By definition, it commutes

with all elements of g, or, put it another way, b ∈ g we have [a, b] = 0. In
particular, for all b ∈ g, we have [a, T (b)] = 0. Now, by the definition of a
derivation we obtain :

[T (a), b] = T ([a, b])− (−1)p(a)p(T )[a, T (b)] = T (0) = 0

so T (a) commutes with all elements of g and therefore is in the center.
�

13.1. Theorem. For g regular, the space V (g,F) = U(g)/U(g)g− carries a unique
structure of a vertex algebra such that |0 > (defined as the image of 1 in V ) is the
vacuum vector, T is the derivation of U(g) which extends T acting on g and

Y (a(−1)|0 >) = a(z)

acting on V (g,F), a(z) ∈ F .

Exercise 13.2. For each a(z) ∈ F , the corresponding EndV (g,F)-valued formal
distribution is a field.

Proof. Let a(z) =
∑
a(i)z

−1−i. Since g− is generated by all a(i) for i ≥ 0, passing
to the quotient the image of a(z) will be

a(z) =
∑
i<0

a(i)z
−1−i

which shows that the image of a(z) is a field (it contains only summands of positive
degree). �

Proof of 13.1. It follows easily from theorem 12.3 and Ex.13.2 �

13.2. Remark. Let C be a central subalgebra of g which is T -invariant, and λ :
C → C be a linear function such that λ(TC) = 0 Then we define the ideal

(13.2.1) Iλ = span{(c− λ(c))V (g,F) | c ∈ C}

and the quotient vertex algebra V λ(g,F) = V (g,F)/Iλ.

13.3. Example (Kac-Moody Affinization).

ĝ = g[t, t−1] + CK
[atm, btn] = [a, b]tm+n +mδm,−n(a, b)

F = {a(z) =
∑

atnz−1−n,K}

T = −∂t on g[t, t−1], T (K) = 0

Ta(n) = −∂t(atn) = −na(n−1)

Hence Ta(z) = ∂za(z) and we get V (ĝ,F) is the so called Universal affine Vertex
Algebra. If we take C = CK, λ(C) = k ∈ C (called the level) then we get that
V k(g) := V λ(ĝ,F) is the universal affine Vertex Algebra of level k.
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13.4. Remark. Recall that g = g− + g+ and g+ is also a T -invariant subalgebra,
hence V (g,F) = U(g+)|0 >. We see then that the elements

a1
(−1−j1)

. . . as
(−1−js)|0 >

span V (g,F) and the state field correspondence looks as follows for ji ≥ 0.

(13.4.1) Y (aj1
(−1−n1)

. . . ajs

(−1−ns)|0 >, z) =
: ∂n1

z aj1(z) . . . ∂ns
z ajs(z) :

n1! . . . ns!

13.5. Proposition. Provided that g is reductive and (·, ·) is non-degenerate invari-
ant and provided that k 6= −hv

i (the dual Coxeter number of the i-th simple compo-
nent) then V k(g) has a unique maximal ideal Ik(g) so that Vk(g) = V k(g)/Ik(g) is
a simple Vertex Algebra.

Proof. Let L(z) =
∑
Lgi(z) where each summand is given by the Sugawara con-

struction. We proved that

[Lλa] = (∂ + λ)a, a ∈ F
and in particular that [L0, a(n)] = −na(n). Also we have L0|0 >= L(1)|0 >= 0.
Hence the vector

a1
(−1−j1)

. . . as
(−1−js)|0 >

is an eigenvector of L0 with eigenvalues
∑

(js +1) ≥ 0. So L0 is a diagonal operator
with non-negative eigenvalues. Hence any ideal is Z+-graded and doesn’t contain
|0 > we have that the sum of proper ideals is again a proper ideal, the proposition
follows easily by standard arguments. �

13.6. Example (Virasoro). here we have the usual commutation relations:

[LλL] = (∂ + 2λ)L+
λ3

12
C

L(z) =
∑

Lnz
−n−2

F = {L(z), C}
T = adL−1

We have in this case the universal Virasoro Vertex Algebra V (Vir,F). Also we
get V c which is the universal Virasoro Vertex Algebra with central charge
c, and the simple algebra Vc = V c/Ic the unique maximal ideal.

13.7. Example (Clifford Affinization).

Â = A[t, t−1] + CK
[atm, atn] = δm,−n−1 < a, b > K

F = {a(z) =
∑

atnz−1−n,K}

T = −∂t onA[t, t−1], T (K) = 0

Ta(n) = −∂t(atn) = −na(n−1)

And we get V (Â,F), the universal v.a. of free fermions. Take C = CK,
λ(K) = 1 we get a vertex algebra defined by F (A) (Vertex Algebra of Free
Fermions)

Exercise 13.3. Provided that the skew-symmetric form is non-degenerate, show
that F (A) is simple.
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Proof. Any ideal I of F (A) will be an invariant Â-submodule, and this implies
I = F (A) by Ex.8.4 �

Exercise 13.4. Write down the explicit state-field correspondence for V c.

Proof. This is just a reformulation of (13.4.1):

Y
(
Lj1 . . . Ljk

cj , z
)

=
1

(−j1 − 2)!
. . .

1
(−jk − 2)!

: ∂−j1−2L(z) . . . ∂−jk−2L(z) : cj Id .

�

14. Poisson vertex algebras

14.1. Definition. Let V be a vertex algebra, a vector ν ∈ V is called a conformal
vector if

(1) Y (ν, z) =
∑

n∈Z Lnz
−n−2 where Ln form the Virasoro algebra with central

charge c.
(2) L−1 = T .
(3) L0 is diagonalizable.

14.2. Remark. L0a = ∆a for some ∆ ∈ C is equivalent to say that Y (a, z) is an
eigenfield with respect to to Y (ν, z) of conformal weight ∆, since

[νλa] = ν(0)a+ λν(1)a+ o(λ) = Ta+ λ∆a+ o(λ).

14.3. Example. Let g be a finite dimensional simple Lie (super)algebra. V k(g)
the corresponding vertex algebra of level k 6= −hv. Then

ν =
1

2(k + hv)

∑
ai
(−1)ai(−1)|0〉

is a conformal vector (Here {ai}, {ai} are dual bases of g). Indeed

Y (ν, z) =
1

2(k + hv)

∑
: ai(z)ai(z) :

And this is the Virasoro element given in the Sugawara construction with the central
charge c = ck = k sdim g

k+hv . We proved that [Lλa] = (∂ + λ)a, and hence L(0)a = ∂a
and L(1)a = a. Hence L(0) = L−1 = T . Also we proved that L0 is diagonalizable
with eigenvalues in Z+.

Exercise 14.1.
(1) For the Virasoro vertex algebra V c, ν = L−2|0〉 is a conformal vector and

Y (ν, z) = L(z).
(2) For F (A) we have ν = 1

2

∑
ϕi

(−2)ϕi(−1)|0〉, with central charge c = − sdim A
2 .

Proof.
(1) Using the explicit formula for the state-field correspondence we know that

Y (ν, z) = Y (L(−1)|0〉, z) = L(z) as claimed, and we have seen that Ln form
the Virasoro algebra and that [LλL] = (∂ + 2λ)L+ c

12λ
3. So L−1 = T and

[L0, Lm] = −mLm so L0 is diagonalizable.
(2) Again, Y (ν, z) = Y ( 1

2

∑
ϕi

(−2)ϕi(−1)|0〉, z) = 1
2

∑
i : ∂ϕi(z)ϕi(z) : which

we know is a Virasoro distribution with central charge c = − sdim A
2 and

L(0)ϕ = ∂ϕ by Proposition 7.5 and [L0, ϕn] = −nϕn. So the properties of
L−1 = L(0) and L0 are as claimed.
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�

Last time to any regular formal distribution Lie (super)algebra (g,F) we associ-
ated the corresponding universal vertex algebra V (g,F) = U(g)/U(g)g−. But given
a Lie conformal (super)algebra R we have canonically associated a maximal formal
distribution Lie (super)algebra (LieR,R), and it is regular .Recall that

(14.3.1) LieR = (LieR)+ ⊕ (LieR)−
as vector spaces and this decomposition is T -invariant.

14.4. Definition. The Universal Enveloping vertex algebra of a Lie conformal
(super)algebra R is

V (R) := V (LieR,R)

14.5. Example. The previous constructions for the Virasoro algebras and the cur-
rent algebras are examples of this. The construction for the free fermions is similar.

Due to the decomposition (14.3.1) we get the corresponding decomposition for
the enveloping algebras, i.e.

U(LieR) = U
(
(LieR)+

)
⊗ U

(
(LieR)−

)
where (LieR)+ and (LieR)− are subalgebras. Hence V (R) = U((LieR)+) is the
universal enveloping (super)algebra. For example if R = Cur(g) then V (R) =
U(g[t−1]t−1 ⊕ CK).

Note we have the map ϕ : R → V (R) sending a → a(−1)|0〉 and we know this
map is injective (cf. proof of theorem 12.3).

Exercise 14.2. Prove that the map ϕ is a homomorphism of Lie conformal (su-
per)algebras.

Proof. By the lemma 12.4, we know that in V (R) = V (LieR, R̄), a = b if and
only if Y (a, z) = Y (b, z). By definition of V (R), Y (ϕ(a), z) = Y (a(−1)|0 >, z) =
ā(z) ∈ R̄ for any field a ∈ R. The fact that ϕ is a homomorphism of Lie conformal
superalgebras follows from the fact that the map R → R̄ is. Indeed we have
∂̄a(z) = ∂ā(z) and ¯[aλb](z) = [ā(z)λb̄(z)]. �

Proof. First it is clear that ϕ is a module homomorphism since ϕ(∂a) = (∂a)(−1)|0〉,
and Y ((∂a)(−1)|0〉, z) = ∂a(z) = ∂Y (a(−1)|0〉, z). The fact that λ-bracket structures
are compatible is due to our construction of Lie bracket on LieR, or on R̄; it is
shown in the proof of 3.3 �

14.6. Theorem. V (R) has the following universality property: any homomorphism
from R to a vertex algebra V , viewed as a Lie conformal (super)algebra, extends
uniquely to a vertex algebra homomorphism V (R) → V .

Proof. Any ϕ : R → V induces a map ϕ̃ : LieR → EndV , ϕ̃(an) = ϕ(a)(n).
Hence, by the universal property of universal enveloping algebra, ϕ̃ extends to
homomorphism U(LieR) → EndV . This gives us a map ψ : U(LieR) → V , ψ(u) =
ϕ̃(u)|0〉. Since ψ((LieR)−) = 0, we get

ψ : U(LieR)/U(LieR)(LieR)− = V (R) → V

such that
(1) ψ(R(−1)V (R)) ' ψ(R)(−1)ψ(V (R))
(2) ψ([aλb]) = [ψ(a)λψ(b)]
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(3) commutes with T.
Hence ψ is a homomorphism of vertex algebras because of quasi-commutativity,
quasi-associativity, and the Wick formula. �

Recall that any vertex algebra is a Lie (super)algebra with respect to the bracket
[a, b] = a(−1)b − p(a, b)b(−1)a. But due to anti-commutativity we get that this
bracket is

∫ 0

−T
[aλb]. Hence R ⊂ V (R) is a lie subalgebra with respect to this

bracket. Denote this algebra by RLie (with bracket [a, b] =
∫ 0

−T
[aλb]dλ). But we

have an injective map ϕ : R → V (R) given by a → a(−1)|0〉 so this extends to an
isomorphism of vector spaces

U(RLie) ' V (R) ' U((LieR)+)

Note the parallel to the Lie algebra case: Any homomorphism from g to an
associative algebra U viewed as a Lie algebra (with bracket [a, b] = ab− ba extends
uniquely to a homomorphism of associative algebras U(g) → U .

Exercise 14.3.
(1) RLie ' (LieR)+ by the map a→ a(−1)|0 > which is an isomorphism of Lie

(super)algebras.
(2) The product R · U(RLie) coincides with the (−1)st product in V (R).

Proof. (1) The fact that ϕ gives an isomorphism of vector spaces follows by
exercise 14.2. We check what happens to the Lie bracket [a, b] =

∫ 0

−T
[aλb]dλ

in R, which in V (R) can be written as : ab : −p(a, b) : ba :. One way to
proceed is to notice that by acting on vacuum, this is just a special case
(lhs) of Borcherds formula (m,n ∈ Z)

[a(m), a(n)] =
∑

j∈Z+

(
m

j

)
(a(j)b)(m+n−j)

with m = n = −1, and the right hand side precisely coincides with the Lie
bracket structure on (LieR)+ constructed in Proposition 3.3.

(2) This is easily seen on the fields level, since if a ∈ R and B ∈ U(RLie), then
the field corresponding to the expression aB is

Y (aB, z) =: Y (a, z)Y (B, z) := Y (a, z)(−1)Y (B, z) = Y (a(−1)B, z)

Hence the product coincides with (-1)st product in V (R).
�

Recall some general properties of vertex algebras.
• We have the λ-bracket [aλb] =

∑
λj(a(j)b)/j!. And with respect to this

product V is a Lie conformal (super)algebra.
• We have the (−1)-product a(−1)b =: ab : with the following properties:

(1) : |0〉a := a.
(2) : ab : −p(a, b) : ba :=

∫ 0

−T
[aλb]dλ (quasi-commutativity).

(3) : (: ab :)c : − : a(: bc :) :=:
(∫ T

0
dλa

)
[bλc] + p(a, b)(a ↔ b) (quasi-

associativity)
(4) T is an even derivation of normal ordered products.

• [aλ : bc :] =: [aλb]c : +p(a, b) : b[aλc] : +
∫ T

0
[[aλb]µc]dµ (quasi- Leibniz).
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14.7. Definition. A Poisson vertex algebra is one with “the quantum corrections”
removed, i.e. it is a Lie conformal (super)algebra (the bracket denoted {λ}) with a
product, which is a unital commutative associative (super)algebra, such that

(1) ∂ is an even derivation of the product.
(2) {aλbc} = {aλb}c+ p(a, b)b{aλc} (left Leibniz rule)..

Exercise 14.4. Derive the analogous formula for the Right Leibniz rule.

Proof.

[(a(−1)b)λc] =
∑

n∈Z+

λn

n!
(a(−1)b)(n)c

=
∑

n∈Z+

Resz
λnzz

n!
(a(−1)b)(n)z

−1−nc

= Resz e
λzY (a(−1)b, z)c

= Resz e
λz : Y (a, z)Y (b, z) : c

= Resz e
λz(Y (a, z)+Y (b, z)c+ p(a, b)Y (b, z)Y (a, z)−c)

Using the identities

Y (a, z)+Y (b, z)c = (ezTa)(−1)(Y (b, z)c)

and
Y (a, z)−c = (a−∂z

c)z−1

and integrating by parts the first term is

Resz(eT∂λeλza)(−1)(Y (b, z)c) = (eT∂λa)(−1)[bλc]

.
The remainder gives:

p(a, b) Resz Y (b, z)[aλ−∂z
c](eλzz−1) =

= p(a, b) Resz Y (b, z)[aλ−∂zc]

(
z−1 +

∫ λ

0

eµzdµ

)

= p(a, b) Resz(e∂z∂λY (b, z))[aλc]z−1 + p(a, b)
∫ λ

0

Resz Y (b, z)[aλ−µc]eµzdµ

= p(a, b)(eT∂λb)(−1)[aλc] + p(a, b)
∫ λ

0

[bµ[aλ−µc]dµ

Throwing away the quantum correction and combining with above we get:

{abλc} = (eT∂λa){bλc}+ p(a, b)(eT∂λb){aλc}.
�

14.8. Definition. A quantization of the Poisson vertex algebra V0 is a family of
vertex algebras V~ such that the product on V0 is the limit of the (−1)-st product
in V~ as ~ → 0, and

{aλb} = lim
~→0

[aλb]~
~

We say that V0 is the quasi-classical limit of V~.
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14.9. Remark. In V (R) : a(bc) := abc if a, b, c ∈ R by Ex. 14.3, but this is not
true in general. For example : (ab)c := abc+ quantum corrections.

14.10. Example. Let R be a Lie conformal (super)algebra. Consider the following
family of Lie conformal (super)algebras

R~ = R, [aλb]~ = ~[aλb]

And now consider the following family of vertex algebras

V~ = V (R~) = U(R~Lie)

But

U(R~Lie) = T (R)/(a⊗ b− p(a, b)b⊗ a−
∫ 0

−T

[aλb]~dλ)

Hence we have limV~ = T (R)/(a ⊗ b − p(a, b)b ⊗ a) = S(R). And the Poisson
bracket is

{aλb} = lim
~→0

[aλb]~
~

= [aλb] a, b ∈ R

but by Ex 14.3 we know that the product of R and U(RLie) is the usual product in
V (R), hence when ~ → 0 we get the usual product in S(R).

We can conclude that the quasi-classical limit of V~ is S(R) with λ-bracket given
by {aλb} = [aλb] if a, b ∈ R and extended to S(R) by Leibniz rule and skew-
commutativity.

15. Infinite-dimensional Hamiltonian Systems

Let M be a N -dimensional manifold with x being local coordinates. Consider
a space S of C∞ vector-valued functions ~u(x) = (u1(x), . . . , ur(x)) on M whose
partial derivatives tend to zero when x goes to infinity. The most general Poisson
bracket we are going to consider is given by:

(15.0.1) {ui(x), uj(y)} = Bi,j(~u(x), ~u′(x), . . . )δ(x− y) = Bij [u](x, y) ,

where Bij are differential operators with coefficients being polynomials in ui and
finite number of partial derivatives

u
(α)
i (x) = ∂(α)ui(x) = ∂α1

x1
. . . ∂αn

xn
ui(x) .

δ is a distribution defined by∫
M
δ(x− y)f(y)dy = f(x) .

We can extend (15.0.1) by linearity and Leibniz rule to arbitrary differential polyno-
mials, i.e. polynomials in the u(α)

i ’s. Namely, if P andQ are differential polynomials
the bracket {P,Q} looks as

(15.0.2) {P,Q} =
∑

α,β,i,j

∂P

∂u
(α)
i

∂Q

∂u
(β)
j

∂α
x ∂

β
yBij [u](x, y) .

Exercise 15.1. Prove that (15.0.2) satisfies Leibniz rule (and therefore (15.0.1)
implies (15.0.2)).
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Proof. The statement is a simple corollary of the properties of derivative. If P1, P2

and Q are differential polynomials

{P1P2, Q} =
∑

α,β,i,j

∂(P1P2)

∂u
(α)
i

∂Q

∂u
(β)
j

∂α
x ∂

β
yBij [u](x, y)

= P1

∑
α,β,i,j

∂P2

∂u
(α)
i

∂Q

∂u
(β)
j

∂α
x ∂

β
yBij [u](x, y) +

∑
α,β,i,j

∂P1

∂u
(α)
i

∂Q

∂u
(β)
j

∂α
x ∂

β
yBij [u](x, y)P2

= P1{P2, Q}+ {P1, Q}P2 .

We omit checking the Leibniz rule for the second argument since we assume that
bracket (15.0.1) is skew-symmetric and the skew-symmetry property is thoroughly
discussed in the next exercise. �

Exercise 15.2. The skew-symmetry is equivalent to the fact that B∗ij = −Bji where
∗ is the usual anti-involution on differential operators such that ∗(∂i) = −∂i and
∗(u(α)

i ) = u
(α)
i .

Proof. It is very convenient to introduce the following notation

(15.0.3) uf
i =

∫
M
dxui(x)f(x) ,

where f(x) is a smooth function on M with a compact support. We call f test
function. Then (15.0.1) can be rewritten as

(15.0.4) {uf
i , u

g
j} =

∫
M
f(x)(Bij(u(α))g)(x)

With equation (15.0.4) the statement of the exercise easily follows from the rule of
integration by parts, properties of the functions ui ∈ S and definition of the test
functions f and g . �

Warning! We should be careful with the definition of the involution ∗ when Bij

are not constants but polynomials in u’s and their partial derivatives. For example
if B = u(x)∂x

B∗ = −(∂xu(x))− u(x)∂x .

If the requirement of skew-symmetry is satisfied and (15.0.2) defines a Lie algebra
on the functionals we consider Bij is called a Hamiltonian operator.

The basic quantities are local functionals3:

(15.0.5) IP =
∫
M
P (x)dx, P ∈ A = C[ui, ∂

αui] .

Extending (15.0.2) by linearity gives

{IP , IQ} =
∫
M

∫
M

∑ ∂P (x)

∂u
(α)
i

∂Q(y)

∂u
(β)
j

∂α
x ∂

β
y {ui(x), uj(y)}dxdy

=
∑
i,j

∫
M

∫
M

δP (x)
δui

δQ(y)
δuj

{ui(x), uj(y)}dxdy .

3Also called Hamiltonian functions
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In the second line we integrate by parts assuming that ui ∈ S and denote

δP (x)
δui

=
∑

α∈Zn
+

(−∂x)α ∂P

∂u
(α)
i

(x) .

Now we can integrate by parts again and using the definition of the Hamiltonian
in (15.0.1) we get

(15.0.6) {IP , IQ} =
∑
i,j

∫
M

δP (x)
δui

(
Bij

δQ(x)
δuj

)
dx .

From now on, assume N = 1 and let ∂ = d
dx , so that

δP

δui
=
∑

α∈Z+

(−∂)α ∂P

∂u
(α)
i

and u(α)
i = ∂αui.

Taking an algebraic point of view, we think of
∫
P (x)d(x) as the image of P (x)

in the quotient space A/
∑
∂iA = Ā. We need to prove the following:

15.1. Lemma. The bracket given in (15.0.6) is well defined on Ā.

Exercise 15.3. Prove the lemma.

Proof. This is a standard exercise from the course of classical mechanics or classical
field theory.

On the set of local functionals (15.0.5) we have

∂ =
∑

α≥1 ,i

∂αui
∂

∂uα−1
i

.

Hence

[
∂

∂uα
i

, ∂] =
∂

∂uα−1
i

.

The latter gives us

δ

δui
∂ =

∑
β≥0

(−∂)β ∂

∂uβ
i

∂

=
∑
β≥0

(−)β(∂)β+1 ∂

∂uβ
i

+
∑
β≥1

(−∂)β ∂

∂uβ−1
i

= 0

�

15.2. Remark. δ
δu is not a derivation as the following example shows:

δ

δu
(u′)2 = (−2u′)′ = −2′′

but δ
δuu

′ = 0.

Given a Hamiltonian function h =
∫
P (x)dx we can write the corresponding

Hamiltonian system of PDE on ui = ui(t, x):

u̇i = {ui, h} .
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Using formula (15.0.2) we get

u̇i(x) =
∫ ∑ ∂P

∂uα
j

(y)∂α
yB

β
ij(u

γ
k(x))∂β

x δ(x− y)dy .

Integration by parts yields

u̇i(x) =
∫ ∑ δP

δuj
(y)Bβ

ij(u
γ
k(x))∂β

x δ(x− y)dy .

Integrating by parts once again and getting rid of δ(x− y)-function we get

(15.2.1) u̇i(x) =
∑

Bij
δP (x)
δuj

.

Moreover, if h1 is another Hamiltonian function such that {h, h1} = 0, then due
to the Leibniz identity we get from the evolution equation u̇i = {h, ui} that ḣ1 =
{h, h1} = 0 hence h1 is an integral of motion.

Relation to Poisson Vertex Algebras. On the unital commutative associative
algebra A, we have the Poisson bracket given by (15.0.1).

{ui(x), uj(y)} = Bij(uα
k (x))δ(x− y) .

Applying the Fourier transform

F (ϕ(x, y))(x) :=
∫
e−λ(x−y)ϕ(x, y)dy

to the Hamiltonian operator

Bij [u](x, y) =
∑
α≥1

Bα
ij(u

β
k(x))∂α

x δ(x− y)

we get
{ui λuj}(x) = Bij(u

β
k , λ) =

∑
α≥1

Bα
ij(u

β
k(x))λα

We may think of ui(x) as “formal distributions” and then the machinery that we
have developed so far is applicable and we get a structure of a Lie conformal algebra
on A with the λ-bracket {λ}. It obeys Leibniz rule and we have T = ∂ hence A is
a Poisson vertex algebra.

A natural general setup is to take for A an arbitrary Poisson v.a. then the Hamil-
tonian functions are simply elements of A/TA, and the commutator in (15.0.6)
reads:

{Iui
, Iuj

} =
∫
Bij(ui, . . . )1 dx

And this is equivalent to replace λ = 0 in the λ-bracket. Hence the commutator on
A/TA is defined by (a, b ∈ A/TA)

(15.2.2) [a, b] = [aλb]|λ=0 mod TA

15.3. Theorem. Bij =
∑

α≥1B
α
i,j(u

β
i )∂α is a Hamiltonian operator on C[uβ

i ] if
and only if the λ-bracket [ui λuj ] =

∑
α≥1B

α
ijλ

α defines a structure of a Poisson
v.a.

The statement is proved analogously as the Jacobi identity for the Lie conformal
(super)algebra induced by a formal distribution Lie super-algebra.
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15.4. Theorem. Let R be a Lie conformal algebra and define on R a bracket
by (15.2.2). Then

(1) ad a is a derivation of this bracket.
(2) {∂R,R} = 0.
(3) ∂R is a 2− sided ideal with respect to (15.2.2).
(4) R/∂R with the induced bracket is a Lie algebra.

Exercise 15.4. Prove this theorem.

Proof. Let us recall axioms of the Lie conformal (super)algebra introduced in the
lecture 2.

(15.4.1)

(Sesquilinearity) [∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb],

(Skew − commutativity) [bλa] = −p(a, b)[a(−λ−∂)b],

(Jacobi identity) [aλ[bµc]] = [[aλb]λ+µc] + p(a, b)[bµ[aλc]].

Setting λ = µ = 0 in Jacobi identity and in the first equation of sesquilinearity
(15.4.1) we get the first two statements of the theorem. From the second equation
of sesquilinearity we find that

[aλ∂b] |λ=0 ∈ ∂R .

Finally, setting λ = 0 in skew-commutativity equation (15.4.1) we get

([aλb] + p(a, b)[bλa]) |λ=0 ∈ ∂R .

Thus the last statement of the theorem also follows.
For a general Poisson v.a. A, given a Hamiltonian function h ∈ Ā we can write

the corresponding Hamiltonian system (u ∈ A)4:

u̇ = −{h, u} .

If h1 ∈ Ā is an involution with h, i.e. {h, h1} = 0 then ḣ1 = 0 in Ā. Thus the space
of all integral of motion is the centralizer of h with respect to to the bracket in the
space Ā. �

16. Bi-Hamiltonian systems

Last time we worked in the polynomial algebra A = C[ui, ui, . . . ] using the
notation u

(α)
i , i ∈ I, α ∈ Z+, ∂ = d

dx : u(α) → u(α). We also defined Ā = A/∂A

whose elements are the Hamiltonian functions. Given P ∈ A its image in Ā is
denoted by P̄ ,

∫
Pdx or IP . The variational derivatives are linear operators δ

δui
on

A defined by δP
δui

=
∑

α∈Z+
(−∂)α ∂P

∂u
(α)
i

. Let B = (Bij), i, j ∈ I is a matrix with

coefficients Bij = Bij(u, u′, . . . , ∂
∂x ) which are differential operators with coefficients

in A. Given such a matrix we define a bracket on A extending by the ordinary
Leibniz rule the formula {ui(x), uj(y)} = Bij(y)δ(x−y). B is called a Hamiltonian
operator if this bracket satisfies one of the equivalent definitions:

(1) {uiλuj} = B(u, u′, . . . , λ) is a Poisson vertex algebra.
(2) {, } satisfies the Jacobi identity.

4Note that the bracket is well defined in virtue of the second statement of theorem 15.4
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Exercise 16.1. Extend the theory to the case of x = (x1, . . . , xN ) by taking Ā =
A/
∑
∂iA, and

δP

δui
=
∑

α∈ZN
+

(−∂)α ∂P

∂u
(α)
i

Let δP
δu be the vector ( δP

δui
, . . . , δP

δur
)t. Denote the space of such vectors by δA

δu

and we define the standard bilinear form on this space by

(16.0.2) (ξ, η) =
∑

i

ξiηi.

We have the induced Lie algebra bracket on Ā

{h, g}B =
∫ (

B
δh

δu
,
δg

δu

)
,

provided that B is a Hamiltonian operator. Since the bracket { , }B is skew-
symmetric we see that the operator B is skew-symmetric on the space δA

δu with
respect to the bilinear form (16.0.2):

(16.0.3) (Bξ, η) = −(ξ,Bη)

We have also the evolution equations u̇i = {h, ui} and hi ∈ Ā is an integral of
motion (ḣi = 0) if {h, h1} = 0.

16.1. Example. {uiλuj} = Bij(λ), it is clearly a Poisson vertex algebra when
Bij(−λ) = −Bji(λ) is a Lie conformal algebra ( Bij ∈ C[λ] ) therefore the bracket

{h, g} =
(
B(

∂

∂x
)
δh

δu

)
δg

δu
,

is a Lie bracket. In the special case of one dimension we have B11 = ∂x and
{h, g} =

∫
d
dx ( δh

δu ) δg
δu is a Lie algebra bracket, called the Gardner-Fadeev-Zakkarov

bracket.

16.2. Example. r = 1, and

{uλu} = (∂ + 2λ)u+ λ3 + aλ (a ∈ C)

Is a Virasoro Lie conformal algebra (we just added a trivial cocycle). The corre-
sponding bracket is given by

{h, g} =
∫ 

u′ + 2u
d

dx
+
(
d

dx

)3

︸ ︷︷ ︸
H

+a
d

dx︸︷︷︸
K

 δh

δu

 δg

δu

Both H and K are Hamiltonian operators, αH +βK is too. We say that (H,K) is
a bi-hamiltonian Pair.

16.3. Example. g is a Lie algebra with invariant bilinear form ( , ), p ∈ g, ckij are
the structure constants: [ui, uj ] =

∑
k c

k
ijuk. Then

{uiλuj} =
∑

k

ckijuk + aλ(ui, uj) + (p, [ui, uj ])
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where a ∈ C is a Lie conformal algebra bracket. The corresponding Hamiltonian
operator is

Bij =
∑

k

ckijuk + (p, [ui, uj ])︸ ︷︷ ︸
H

+ a(ui, uj)
d

dx︸ ︷︷ ︸
K

Then (H,K) is a bi-hamiltonian pair (Drinfeld-Sokolov).

16.4. Example (Lennard Scheme). Let H and K be two skew-symmetric operators
in the sense of (16.0.3). Suppose there exists a sequence of Hamiltonian functions
hα ∈ Ā, α = 0, 1, . . . , n such that K( δhα

δu ) = H( δhα−1
δu ) for all α. Then {hα, hβ}H =

0 = {hα, hβ}K for all α, β. Hence all the hα are integral of motion for

u̇i = {hα, ui}K = {hα−1, ui}H

Proof. Let ξα = δhα

δu , then Kξα = Hξα−1 and we may assume α < β ≤ h and we
get

{hα, hβ}H = (Hξα, ξβ) = (Kξα+1, ξβ) = −(ξα+1,Kξβ) = −{hβ , hα+1}K

Similarly {hα, hβ}K = {hα, hβ−1}H and after a finite number of steps we get
{hα, hβ}H = {hγ , hγ}H,K = 0 for α ≤ γ ≤ β. �

16.5. Remark. Writing ξ(x, z) =
∑

α∈Z+
ξα(x)z−α. Then the condition Kξα =

Hξα−1 is equivalent to the condition:

(H − zK)ξ(x, z) = 0

and this is a differential equation on ξ, we solve it to get ξ(x, z) =
∑

α ξαz
−α but

now we need to find hα such that ξα = δhα

δu .

16.6. Example.

H = u′ + 2u
d

dx
+
(
d

dx

)3

K =
d

dx

Then we get the differential equation ξ(3) + (2u − z)ξ′ + u′ξ = 0, where primes
means differentials with respect to x. We can reduce the order of this equation
multiplying by ξ to get

f(z) = ξξ′′ − 1
2
ξ′2 + (u− 1

2
z)ξ2

we look for a solution of this equation of the form ξ = 1 +
∑

j≥1 ξjz
−j . The

coefficient of z in the RHS is −1/2 hence f(z) = −z/2 plus negative powers of
z hence f(z) = −z/2. We plug this scheme in the equation to get (comparing
coefficients of z0) ξ1 = u, (comparing coefficients of z−1) ξ2 = u′′ + 3

2u
2.

Exercise 16.2. Continue in this line of reasoning to get ξ3 = u(4)+ 5
2u

3+ 5
2u
′2+5uu′

Taking ξ1 and ξ2 as above, the coefficient of z−2 on the RHS will be
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[z−2]
[
(1 + uz−1)(u′′z−1 + (u(4)+

+3u′2 + 3uu′′)z−2)− 1
2
(u′z−1 + u(3)z−2 + 3uu′z−2)2 +

+(u− 1
2
z)(1 + uz−1 + (u′′ +

3
2
u2)z−2 + ξ3z

−3)2
]

= u(4) + 3u′2 + 3uu′′ + uu′′ − 1
2
u′2 + u3 + 2uu′′ + 3u3 − uu′′ − frac32u3 − ξ3

= u(4) +
5
2
u3 +

5
2
u′2 + 5uu′ − ξ3

Exercise 16.3. More generally prove that ξk = u(2k−2) plus polynomials of differ-
ential degrees less or equal than 2k − 2. Compute also h3 (see below)

Now we want to find h such that δhα

δk = ξα we get then

h0 = u,

h1 =
1
2
u2,

h2 =
1
2
u3 − 1

2
u′2

The equation corresponding to h2 with respect to {, }K is

u̇ =
d

dx

δh2

δu
= (

3
2
u2 + u′′)′ = 3uu′ + u(3)

which is the KdV system and we proved that the first integral of motion are:∫
u,

∫
u2,

∫
u3 − u′2

We need to make sure that such an h exists, for that we state the following

16.7. Theorem. Provided that (K,H) is bi-hamiltonian and K is non-degenerate
in the sense that KMK = 0 ⇒M = 0 for any operator M . Suppose that Kξ = Hη
and Kζ = Hξ, with ξ, η ∈ δA

δu . Then ζ ∈ δA
δu .

Proof. In the conditions for the Lennard Scheme we know that Kξα = Hξα−1 and
Kξα+1 = Hξα. Hence ξα−1, ξα ∈ δA

δu implies that ξα+1 ∈ δA
δu , so it suffices to check

that ξ0, ξ1 ∈ δA
δu . �

Given ξ the formula for h is

h =
∫ 1

0

dσ(ξ(σu), u)

16.8. Example. for ξ = u′′ + 3
2u

2 we get

h =
∫
σuu′′ + σ2 3

2
u3dσ

=
1
2
uu′′ +

1
2
u3
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17. Lattice vertex algebras I - translation invariance

Exercise 17.1. Consider the following one-dimensional algebra R = C[∂1, ∂2]ω
with λ = (λ1, λ2)-bracket:

[ωλω] = λ2∂1ω − λ1∂2ω + α1λ1 + α2λ2, αi ∈ C

Show that this is a Lie conformal algebra corresponding to the Lie algebra of
divergenceless vector fields on S1×S1 with the corresponding Hamiltonian operator:

Bω =
∂ω

∂x

∂

∂y
− ∂ω

∂y

∂

∂x
+ α1

∂

∂x
+ α2

∂

∂y

Proof. Let g be the Lie algebra of polynomial divergenceless vector fields on the 2-
torus. Parameterize torus S1×S1 by angle coordinates (eπiθ1 , eπiθ2). Let x = eπiθ1

and y = eπiθ2 . The vector fields on the torus then will be of the form f∂x +g∂y. By
Green’s theorem each divergenceless vector field is given by the following formula:
V (f) = ∂yf∂x − ∂xf∂y, for some polynomial function f . It is easy to see that, the
Lie bracket for such fields is given then as follows:

[V (f), V (g)] = V (∂xg∂yf − ∂yg∂xf)

A function on S1 × S1 can be though of as a smooth double-periodic function
on R2 and from Fourier analysis we know that functions enπiθ1emπiθ2 = xnym

comprise a basis for the space of such polynomial functions. Hence we can choose
the following vector fields to be a basis of our Lie algebra: an,m = V (xnym) =
mxnym−1∂x − nxn−1ym∂y. Then:

[an,m, an′,m′ ] = [V (xnym), V (xn′
ym′

)]

= V (n′xn′−1ym′
mxnym−1 − nxn−1ymm′xn′

ym′−1)

= (n′m− nm′)an+n′−1,m+m′−1

Consider now a central extension ĝ of g given by a basis {Ln,m}n,m∈Z, α1, α2,
where α1 and α2 are central elements, and commutation relations:

[Ln1,m1 , Ln2,m2 ] = (n2m1 − n1m2)Ln1+n2−1,m1+m2−1+
+ α1n1δn1,−n2δm1+m2,−1 + α2m1δn1+n2,−1δm1,−m2

We need to check that this central extension still defines a Lie algebra:

(1) Skew-symmetry. This is clear since:

[Ln1,m1 , Ln2,m2 ] + [Ln2,m2 , Ln1,m1 ] = (n2m1 − n1m2)Ln1+n2−1,m1+m2−1+
+ α1n1δn1,−n2δm1+m2,−1 + α2m1δn1+n2,−1δm1,−m2+

+ (n1m2 − n2m1)Ln2+n1−1,m2+m1−1+
+ α1n2δn2,−n1δm2+m1,−1 + α2m2δn2+n1,−1δm2,−m1

=α1(n1 + n2)δn1+n2,0δm1+m2,−1 + α2(m1 +m2)δn1+n2,−1δm1+m2,0

=0
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(2) Jacobi identity. The proof is a tedious computation:

[Ln1,m1 , [Ln2,m2 , Ln3,m3 ]] + [Ln2,m2 , [Ln3,m3 , Ln1,m1 ]] + [Ln3,m3 , [Ln1,m1 , Ln2,m2 ]] =

= [Ln1,m1 , (n3m2 −m3n2)Ln2+n3−1,m2+m3−1 + α1A1 + α2B1]+

+ [Ln2,m2 , (n1m3 −m1n3)Ln1+n3−1,m1+m3−1 + α1A2 + α2B2]+

+ [Ln3,m3 , (n2m1 −m2n1)Ln1+n2−1,m1+m2−1 + α1A3 + α2B3]

= −
∑

σ∈A3

α1nσ1(nσ3mσ2 −mσ3nσ2)δnσ1+nσ2+nσ3 ,1δmσ1+mσ2+mσ3 ,2−

−
∑

σ∈A3

α2mσ1(nσ3mσ2 −mσ3nσ2)δnσ1+nσ2+nσ3 ,0δmσ1+mσ2+mσ3 ,1

=α1(n1n2m3 − n1n2m1 + n2n1m1 − n2n3m2 + n2n3m1 − n2n3m2)×
× δn1+n2+n3,1δm1+m2+m3,0+

+ α2(m1m2n3 −m1m2n1 +m2m1n1 −m2m3n2 +m2n3n1 −m2m3n2)×
× δn1+n2+n3,0δm1+m2+m3,1

=0

Define a formal distribution ω = L(z1, z2) =
∑

n,m∈Z Ln,mz
−n−1
1 z−m−1

2 .
We have:

[L(z1, z2), L(w1, w2)] =

=
∑

z−n1−1
1 z−m1−1

2 w−n2−1
1 w−m2−1

2 [Ln1,m1 , Ln2,m2 ]

= z−n1−1
1 z−m1−1

2 w−n2−1
1 w−m2−1

2 (m1n2 − n1m2)Ln1+n2−1,m1+m2−1 +

+
∑

α1n1z
−n1−1
1 z−m1−1

2 wn1−1
1 wm1

2 +
∑

α2m1z
−m1−1
1 z−m2−1

2 wm1
1 wm2−1

2

= (
∑

kz−k−1
2 wk−1

2 )(
∑

(−n− 1)w−n−2
1 w−m−1

2 Lm,n)(
∑

z−l−1
1 wl

1)−

−(
∑

kz−k−1
1 wk−1

1 )(
∑

(−m− 1)w−n−1
1 w−m−2

2 Lm,n)(
∑

zl−1
2 wl

2) +

+α1(
∑

kz−k−1
1 wk−1

1 )(
∑

z−l−1
2 wl

2) + α2(
∑

kz−k−1
2 wk−1

2 )(
∑

z−l−1
1 wl

1)

= ∂w2δ(z2, w2)∂w1L(w1, w2)δ(z1, w1)− ∂w1δ(z1, w1)∂w2L(w1, w2)δ(z2, w2) +
+α1∂w1δ(z1, w1)δ(z2, w2) + α2∂w2δ(z2, w2)δ(z1, w1)

Now apply the Fourier transform to get:

[ωλω] = Fλ1
z1,w1

Fλ2
z2,w2

(
∂w2δ(z2, w2)∂w1L(w1, w2)δ(z1, w1)−

− ∂w1δ(z1, w1)∂w2L(w1, w2)δ(z2, w2) + α1∂w1δ(z1, w1)δ(z2, w2)

+ α2∂w2δ(z2, w2)δ(z1, w1)
)

=
= λ2∂1ω − λ1∂2ω + α1λ1 + α2λ2

Since we obtained the λ-bracket from the commutation relations of the g-valued
formal distribution, this bracket defines a Lie conformal algebra (c.f. Lecture 2).

The fact that B is a Hamiltonian operator follows from theorem 15.3. Indeed,
the (λ1, λ2)-bracket gives a Lie conformal algebra on R. By example 14.10, the
quasi-classical limit of V (R~) is S(R) with λ-bracket from R extended to S(R)
by Leibnitz rule and skew-commutativity. Hence on S(R) our λ-bracket defines a
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structure of a Poisson vertex algebra, and the associated operator

Bω =
∂ω

∂x

∂

∂y
− ∂ω

∂y

∂

∂x
+ λ1

∂

∂x
+ λ2

∂

∂y

is Hamiltonian. �

Lattice Vertex Algebras. We have constructed a vertex algebra corresponding
to any Lie conformal algebra. In particular, given a finite dimensional Lie algebra
g with a non-degenerate symmetric bilinear form, we can construct its Kac-Moody
affinization ĝ and the corresponding Lie conformal algebra Curg = C[∂]g+CK. We
get then the universal affine vertex algebra V (Curg) and V k(g) = V (Curg)/(K−k)
the universal vertex algebra of level k.

A very special case is a commutative Lie algebra h with a non-degenerate sym-
metric bilinear form. We have V 1(h) and the corresponding R = C[∂]h + CK.
We know also that the quasi-classical limit of V (R) is S(R). We can view then
the vertex algebra V 1(h) as a quantization of the Poisson algebra of functions
Map(S1, h) = h[t, t−1]. An important open problem is how to quantize the algebra
of functions Map(S1,M), where M is an arbitrary manifold. by quantization we
would understand a family of non-commutative associative algebras A~, such that
lim~→0A~ = A.

The simplest case after the flat space h is h/Q where Q is a lattice of rank equal
to dim h. In this case we have:

map(S1, h/Q) = map(S1, h)×Q

And the space of functions is then:

F
(
map(S1, h)

)
⊗ C[Q]

Hence its quantization is:
V 1(h)⊗ Cε[Q]

We have V 1(h) = S(h[t−1]t−1 ⊕K) with the vacuum vector |0 >= 1. For each
h ∈ h we have the field h(z) =

∑
n hnz

−1−n. Here hn are operators on V 1(h)
defined as follows: h0 = 0, hn is the operator of multiplication by htn, if n < 0.
And for n > 0, hn is the derivation of the symmetric algebra defined by (recall
[hm, h

′
n] = mδm,−n(h, h′))

hn(h′t−m) = nδn,m(h, h′)

We then obtain:

[hm, h
′
n] = mδm,−n(h, h′)

⇒ [h(z), h′(w)] = (h, h′)∂wδ(z − w)
⇒ [hλh

′] = (h, h′)λ

The vectors h1
−1−n1

. . . hs
−1−ns

|0 > span the space V 1(h) and the state fields corre-
spondence is given by:

Y

(
(h1t−1−n1) . . . (hst−1−ns), z

)
=

: ∂n1
z h1(z) . . . ∂ns

z hs(z) :
n1! . . . ns!

This makes V 1(h) a simple vertex algebra.
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Now we want to discuss Cε[Q]. First of all, C[Q] is a commutative unital algebra
with basis eα (α ∈ Q) and product eαeβ = eα+β , such that e0 = 1. Take an
arbitrary function ε : Q×Q→ {±1}, and define the new product:

eαeβ = ε(α, β)eα+β

We now want Cε[Q] to be an associative algebra with a unit element 1 = e0.

Exercise 17.2.
(1) Cε[Q] is associative if and only if for all α, β, γ ∈ Q:

ε(α, β)ε(α+ β, γ) = ε(α, β + γ)ε(β, γ)

i.e. ε(α, β) is a 2-cocycle.
(2) e0 is a multiplicative unit if and only if ε(α, 0) = ε(0, α) = 1.

Proof.

Cε[Q] is associative

⇔ ∀α, β, γ ∈ Q, (eαeβ)eγ = eα(eβeγ)

⇔ ε(α, β)eα+βeγ = eα(ε(β, γ)eβ+γ)

⇔ ε(α, β)ε(α+ β, γ)eα+β+γ = ε(β, γ)ε(α, β + γ)eα+β+γ

⇔ ε(α, β)ε(α+ β, γ) = ε(α, β + γ)ε(β, γ)

e0is a unit in Q
⇔ e0eα = eα = eαe0, ∀α ∈ Q
⇔ ε(0, α)eα = eα = ε(α, 0)eα

⇔ ε(α, 0) = 1 = ε(0, α), ∀α ∈ Q
�

We let VQ = S(h[t−1]t−1)⊗Cε[Q] and we want to extend the structure of vertex
algebra from S to VQ. For this it will be enough to extend the action of the operators
hn to VQ. Define:

hn(s⊗ eα) = hn(s)⊗ eα, n 6= 0

h0(s⊗ eα) = (α, h)s⊗ eα

We still have:

[hm, h
′
n] = mδm,−n(h, h′)

⇒ [h(z), h′(w)] = (h, h′)∂wδ(z − w)
⇒ [hλh

′] = (h, h′)λ

We need to construct the fields, for this let:

Y (1⊗ eα, z) := Γα(z)

such that VQ extends the structure on S by Y (v ⊗ 1, z) = Y (v, z). We take 1 ⊗ 1
for the vacuum vector, and we get:

Y (s⊗ eα, z) =: Y (s, z)Γα(z) :

where we take s ⊗ eα = (s ⊗ 1)(1 ⊗ eα). The dependence of the definition on this
choice is illustrated in the following exercise:
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Exercise 17.3. Denote by eα the operator of multiplication by 1⊗ eα in VQ. Then
eαhn = hne

α if n 6= 0 and eαh0 = h0e
α − (α, h)eα.

Proof. For n 6= 0, ∀ s⊗ eβ ∈ VQ :

(eαhn − hne
α)(s⊗ eβ) = eα(hn(s⊗ eβ))− hn(eα(s⊗ eβ))

= eα(hn(s)⊗ eβ)− hn(s⊗ ε(α, β)eα+β)

= hn(s)⊗ ε(α, β)eα+β − hn(s)⊗ ε(α, β)eα+β = 0

For n = 0, ∀ s⊗ eβ ∈ VQ:

(eαh0 − h0e
α)(s⊗ eβ) = eα(h0(s⊗ eβ))− h0(eα(s⊗ eβ))

= eα((β, h)s⊗ eβ)− h0(s⊗ ε(α, β)eα+β)

= (β, h)s⊗ ε(α, β)eα+β − (α+ β, h)s⊗ ε(α, β)eα+β

= −(α, h)eα(s⊗ eβ)

�

The OPE tells us:

[h(z),Γα(w)] = [Y
(

(ht−1)|0 >, z
)
,Γα(w)] =

∑
n≥0

Y

(
(ht−1)(n)e

α, w

)
∂n

wδ(z−w)/n!

This gives us (by the Exercise 17.3):

(ht−1)(n)e
α = hne

α|0 >= [hn, e
α]|0 >

Hence we get:

(17.0.1) [h(z),Γα(w)] = (α, h)Γα(w)δ(z − w) ⇔ [hn,Γα(z)] = (α, h)znΓα(z)

17.1. Lemma. Formula (17.0.1) is equivalent to

Γα(z) = eαe−
P

j<0
z−j

j αje−
P

j>0
z−j

j αjAα(z)

where Aα commutes with all the h′ns.

Proof. Let Xα(z) = e
P

j<0
z−j

j αj (eα)−1Γα(z)e
P

j>0
z−j

j αj . Then Xα(z) commutes
with all the hn. Indeed, if n > 0 we have:

[hn, Xα] = (eα)−1[hn, e
P

j<0
z−j

j αj ]Γα(z)e
P

j>0
z−j

j αj +

+(eα)−1e
P

j<0
z−j

j αj (α, h)znΓα(z)e
P

j>0
z−j

j αj

= 0

�

Exercise 17.4. Check the last statement when n ≤ 0.

Proof. If n=0, we have:

[h0, Xα] = e
P

j<0
z−j

j αj (−(α, h))(eα)−1Γα(z)e
P

j>0
z−j

j αj +

+e
P

j<0
z−j

j αj (eα)−1(α, h)Γα(z)e
P

j>0
z−j

j αj

= 0
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If n < 0, hn commutes with all αj for j < 0, in particular it commutes with

e
P

j<0
z−j

j αj . Hence:

[hn, Xα] =

= hn(eα)−1e
P

j<0
z−j

j αj Γα(z)e
P

j>0
z−j

j αj − (eα)−1e
P

j<0
z−j

j αj Γα(z)e
P

j>0
z−j

j αjhn

= (eα)−1e
P

j<0
z−j

j αjhnΓα(z)e
P

j>0
z−j

j αj − (eα)−1e
P

j<0
z−j

j αj Γα(z)e
P

j>0
z−j

j αjhn

= (eα)−1(e
P

j<0
z−j

j αj [hn,Γα(z)]e
P

j>0
z−j

j αj + e
P

j<0
z−j

j αj Γα(z)[hn, e
P

j>0
z−j

j αj ])

But,

e
P

j<0
z−j

j αj [hn,Γα(z)]e
P

j>0
z−j

j αj + e
P

j<0
z−j

j αj Γα(z)[hn, e
P

j>0
z−j

j αj ] =

= e
P

j<0
z−j

j αj (α, h)znΓα(z)e
P

j>0
z−j

j αj + e
P

j<0
z−j

j αj Γα(z)[hn, e
P

j>0
z−j

j αj ]
= 0

since

[hn, e
P

j>0
z−j

j αj ] = −(α, h)zne
P

j>0
z−j

j αj

�

17.2. Corollary. Aα(z)(s⊗ eβ) = aαβ(z)s⊗ eβ ∈ C((z))

Proof.

h0Aα(z)s⊗ eβ = (β, h)Aα(z)s⊗ eβ ∀h ⇒

⇒ Aα(z)s⊗ eβ = aα,β(z)s⊗ eβ .

�

We have Γα(z)|0 >= eαAα(z)(1 + zα−1 + o(z)). By the vacuum axioms:

Γα(z)|0 > |z=0 = eα ⇒ aα,0(z) = 1 + cαz + o(z)

and Γα(z)|0 >= 1⊗eα+(cα1⊗eα+α−1⊗eα)z+o(z). Hence (since Ta = a(−2)|0 >),
T (1⊗ eα) = cα(1⊗ eα)+α−1⊗ eα. Since Y (Ta, z) = ∂zY (a, z) and Y (a(−1)b, z) =:
Y (a, z)Y (b, z) : we must have:

∂zΓα(z) = cαΓα(z)+ : α(z)Γα(z) :

Exercise 17.5. Applying lemma 17.1 in the last equation we get a differential
equation on Aα(z) :

(17.2.1) ∂zAα(z) = z−1α0Aα(z) + cαAα(z)

and all its solutions are of the form Cecαzzα0 where zα0(s⊗ eβ) = z(α,β)(s⊗ eβ).
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Proof. By lemma:

∂zΓα(z) = eα

∑
j<0

z−j−1αj

 e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αjAα(z)+

+ eαe−
P

j<0
z−j

j αj

∑
j>0

αjz
−1−j

 e−
P

j>0
z−j

j αjAα(z)+

+ eαe−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj∂zAα(z)

cαΓα(z) = cαe
αe−

P
j<0

z−j

j αje−
P

j>0
z−j

j αjAα(z)

: α(z)Γα(z) :=α(z)+Γα(z) + Γα(z)α(z)−

Noting that α(z)− =
∑

j>0 αjz
−1−j + α0z

−1 and α(z)+ =
∑

j>0 αjz
−1−j and

adding up above equalities and canceling by eαe−
P

j<0
z−j

j αj on the left and

e−
P

j>0
z−j

j αj on the right, we get the desired differential equation:

∂zAα(z) = z−1α0Aα(z) + cαAα(z)

Multiply both sides of this ODE by z−α0 :

(∂zAα(z))z−α0 = z−1α0Aα(z)z−α0 + cαAα(z)z−α0 ⇐⇒
(∂zAα(z))z−α0 −Aα(z)z−1α0z

−α0 = cαAα(z)z−α0

Note that ∀s⊗ eβ ∈ VQ, we have:

∂z(z−α0(s⊗ eβ)) = ∂z(z−(α,β)(s⊗ eβ))

= −(α, β)z−(α,β)−1(s⊗ eβ)

= −z−1z−(α,β)(α, β)(s⊗ eβ)

= −z−1z−(α,β)α0(s⊗ eβ)

= −z−1α0z
−α0(s⊗ eβ)

Hence ∂z(z−α0) = −z−1α0z
−α0 . So for B(z) = Aα(z)z−α0 we get the following

differential equation:

∂zB(z) = cαB(z)

Let C(z) = e−cαzB(z). Then above equation transforms into simple equation
for C(z):

∂zC(z) = 0

Its solutions are C(z) = C, C-constant. Hence all solutions to the initial differential
equation are:

Cecαzzα0 ,

where C is a constant. �

17.3. Corollary. Q must be an integral lattice, i.e. (α, β) ∈ Z for all α, β ∈ Q.
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18. Lattice vertex algebras II - locality

We are constructing the vertex algebra VQ = V 1(h) ⊗ Cε[Q], where Q is an
integral lattice in h (i.e. (a, b) ∈ Z for all a, b ∈ Q ). Recall

Y
(
(ht−1), z

)
= h(z) =

∑
n∈Z

hnz
−1−n

T (ht−1) = ht−2

zα0(s⊗ eβ) = z(α,β)(s⊗ eβ)

and
Y (1⊗ eα, z) = Γα(z)

= ecαzeαzα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj , cα ∈ C
T (1⊗ eα) = cα(1⊗ eα) + α−1 ⊗ eα

(18.0.1)

we must have:
T (s⊗ eα) = T (s)⊗ eα + (s⊗ 1)T (1⊗ eα)

Recall that the requirements to apply the existence theorem are:
vacuum axiom holds for h(z) by example 13.3 and for Γα(z) by the remarks above Ex.

17.5.
trans. invariance holds for h(z) by example 13.3 and we need to check it for Γα(z).

locality holds for pairs (h(z), h′(z)) by example 13.3 and for pairs (h(z),Γα(z)) by
(17.0.1).

completeness obviously holds.
So we need to check

(1) [T,Γα(z)] = ∂zΓα(z).
(2) Locality of pairs (Γα(z),Γβ(z)).

Recall that we denoted by eα the operator of multiplication by 1⊗ eα.

Exercise 18.1.

[T, eα](s⊗ eβ) = ε(α, β)s
(
(αt−1) + cα+β − cβ

)
⊗ eα+β

= ε(α, β)s(αt−1)⊗ eα+β + eαs⊗ (Bα −B0)eβ)

where Bα(eβ) = cα+βe
β.

Proof.

[T, eα](s⊗ eβ) = ε(α, β)T (s⊗ eα+β)− eα

(
T (s)⊗ eβ + (s⊗ 1)×

×
(
cβ(1⊗ eβ) + βt−1 ⊗ eβ

))
= ε(α, β)

(
T (s)⊗ eα+β + cα+β(s⊗ 1)(1⊗ eα+β)+

+ (s⊗ 1)(αt−1 + βt−1)⊗ eα+β − T (s)⊗ eα+β−

− cβs⊗ eα+β − s(βt−1)⊗ eα+β

)
= ε(α, β)s

(
cα+β + (αt−1)− cβ

)
⊗ eα+β
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Hence the first part follows. For the second part we continue

[T, eα](s⊗ eβ) = ε(α, β)s
(
cα+β + (αt−1)− cβ

)
⊗ eα+β

= ε(α, β)s(αt−1)⊗ eα+β + eαs⊗ (cα+βe
β − cβe

β)

= ε(α, β)s(αt−1)⊗ eα+β + eαs⊗ (Bα −B0)eβ

�

Note that since s ∈ V 1(h) = U(ĥ+) and h is commutative, we can write this as

[T, eα] = eα(α−1 +Bα −B0)

Now we compute [T,Γα] using (18.0.1) and [T, hn] = −nhn−1 we claim that:

[T, ea] = T (a)ea

[T,−
∑
j<0

z−j

j
αj ] =

∑
j<0

αj−1z
−j

[T,−
∑
j>0

z−j

j
αj ] =

∑
j>0

αj−1z
−j

[T, zα0 ] = 0 since [T, α0] = 0

Indeed, we see inductively that [T, an] = n[T, a]an−1 and hence it follows that

[T, ea] =
∑
k≥0

1
k!

[T, ak] =
∑
k≥0

1
k!
k[T, a]ak−1 = [T, a]ea

The following two equalities follow from this one. For the last one we write
explicitly:

Tzα0s⊗ eβ − zα0Ts⊗ eβ =
= z(α,β)Ts⊗ eβ − zα0

(
T (s)⊗ eβ + cβs⊗ eβ + sβ−1 ⊗ eβ

)
= z(α,β)T (s)⊗ eβ + z(α,β)cβs⊗ eβ + z(α,β)sβ−1 ⊗ eβ −
−z(α,β)T (s)⊗ eβ − z(α,β)cβs⊗ eβ − z(α,β)sβ−1 ⊗ eβ

= 0

Exercise 18.2. Deduce from this that

[T,Γα(z)](s⊗ eβ) =
(
cαΓα(z)+ : α(z)Γα(z) : +

+ (Bα −B0)Γα(z) + (c2α+β − 2cα+β + cβ)Γα(z)
)

(s⊗ eβ)

Proof. We know that ad(T ) is a derivation hence using the above formulas we have:
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[T,Γα(z)] =

= [T, ecαzeαzα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj ]

= [T, ecαz]eαzα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj +

+ecαz[T, eα]zα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj +

+ecαzeαzα0 [T, e−
P

j<0
z−j

j αj ]e−
P

j>0
z−j

j αj

+ecαzeαzα0e−
P

j<0
z−j

j αj [T, e−
P

j>0
z−j

j αj ]
= cαΓα(z) + ecαzeα

(
(αt−1)

+(Bα −B0)
)
zα0e−

P
j<0

z−j

j αje−
P

j>0
z−j

j αj +

+ecαzeαzα0

∑
j<0

αj−1z
−j

 e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj

+ecαzeαzα0e−
P

j<0
z−j

j αj

∑
j>0

αj−1z
−j

 e−
P

j>0
z−j

j αj

= cαΓα(z) + ecαzeα(Bα −B0)zα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj + : α(z)Γα(z) :

Now note that we have

[Bγ , e
α]eβ = (cγ+α+β − cγ+β)eαeβ

And this commutes with eα, hence we can commute the term (Bα−B0) to the left
to get:

[T,Γα(z)](s⊗ eβ) =
(
cαΓα(z)+ : α(z)Γα(z) : +

+ (Bα −B0)Γα(z)− (c2α+β − 2cα+β + cβ)Γα(z)
)

(s⊗ eβ)

�

But last time we calculated

∂zΓα(z) = cαΓα(z)+ : α(z)Γα(z) :

Hence (1) holds if and only if Bα − B0 = (c2α+β − 2cα+β + cβ) Id. Applying the
expression to eβ , we get cα+β − cβ = c2α+β − 2cα+β + cβ , hence

c2α+β = 3cα+β − 2cβ

This last equation applied to the cases β = 0 and β = −2α implies (noting obviously
that c0 = 0):

0 = 2c0 = 3cα − c2α

0 = 3cα − 2c2α

And from this we get cα ≡ 0.



VERTEX ALGEBRAS 93

Now to check (2) we need to compute Γα(z)Γβ(w):

Γα(z)Γβ(w) = eαzα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj ×

×eβwβ0e−
P

j<0
w−j

j βje−
P

j>0
w−j

j βj

Exercise 18.3. eαzβ0 = z−(α,β)zβ0eα.

Proof.

z−(α,β)zβ0eαs⊗ eγ = ε(α, γ)z−(α,β)zβ0s⊗ eα+γ

= ε(α, γ)z−(α,β)z(α+γ,β)s⊗ eα+γ

= eαz(γ,β)s⊗ eγ

= eαzβ0s⊗ eγ

�

18.1. Lemma. Let A and B be operators on a vector space V , such that [A,B] = C
commutes with both of them. Then

ezAewB = ezwCewBezA

Proof. We rewrite
ezAewBe−zA = ezwCewB

and now both sides satisfy the same differential equation

d

dz
X(z) = wCX(z)

Indeed, it is straightforward to prove by induction that BnA = ABn−nCBn−1,
after this we get (calling X(z) the LHS)

dX(z)
dz

= AX −XA = AX − ezA

∑
n≥0

wn

n!
BnA

 e−zA

= AX − ezA

∑
n≥0

wn

n!
ABn

 e−zA + ezA

∑
n≥0

wn−1

(n− 1)!
wCBn−1

 e−zA

= AX −AX + wCX

On the other hand the RHS obviously satisfies the same equation, and clearly
at z = 0 both sides are equal. �

By the lemma we have

e−
P

j>0
z−j

j αje−
P

j<0
w−j

j βj = e−
P

j<0
w−j

j βje−
P

j>0
z−j

j αje−(α,β)
P

j>0
1
j (w

z )j

where we have used that [αj , β−j ] = j(α, β). Now recalling that −
∑

j>0
xj

j =
log(1− x) if |x| < 1, we get

e−
P

j>0
z−j

j αje
P

j>0
wj

j β−j = e−
P

j<0
w−j

j βje−
P

j>0
z−j

j αj iz,w

(
1− w

z

)(α,β)



94 VICTOR G. KAC

Hence we get the important formula:

Γα(z)Γβ(w) = ε(α, β)iz,w(z − w)(α,β)×

× eα+βzα0wβ0e
−

P
j<0

“
z−j

j αj+
w−j

j βj

”
e
−

P
j>0

“
z−j

j αj+
w−j

j βj

”︸ ︷︷ ︸
Γα,β

Γβ(w)Γα(z) = (−1)(α,β)ε(β, α)iw,z(z − w)(α,β)Γα,β(z, w)

Note that we want ε(α, β) = (−1)(α,β)ε(β, α) in particular we get if α = β that
(−1)(α,α) = 1. Therefore to deal with non-even lattices we are forced to introduce
the following structure of a super-space on VQ:

p(s⊗ eα) = p((α, α))

Then the necessary and sufficient condition of locality of (Γα(z),Γβ(z)) is given by

(18.1.1) ε(α, β) = (−1)(α,β)+(α,α)(β,β)ε(β, α)

then we have

[Γα(z),Γβ(w)] = ε(α, β)
(
iz,w(z − w)(α,β) − iw,z(z − w)(α,β)

)
Γα,β(z, w)

And finally

[Γα(z),Γβ(w)] =

{
0 (α, β) ≥ 0

ε(α, β)∂−(α,β)+1
w δ(z−w)
(−(α,β)+1)! Γα,β(z, w) (α, β) < 0

Summarizing we have proved:

18.2. Theorem. Given a finite dimensional commutative Lie algebra h, a non-
degenerate (, ), a lattice Q,ε a 2-cocycle of Q with ε(α, 0) = ε(0, α) = 1, the space
VQ = V 1(h) ⊗ Cε[Q] is a space of states of a vertex algebra with vacuum vector
|0 >= 1 ⊗ 1 and Y (ht−1, z) = h(z) =

∑
n hnz

−1−n if and only if Q is an integral
lattice, VQ has parity p(s ⊗ eα) = p((α, α)) and ε satisfies the condition (18.1.1).
Then we have Y (1⊗ eα, z) = Γα(z) given by

Y (1⊗ eα, z) = Γα(z)

= eαzα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj

T (1⊗ eα) = α−1 ⊗ eα

(18.2.1)

and, more generally;

Y ((h1t−1−n1) . . . (hrt−1−nr )⊗ eα, z) =
: ∂n1

z h1(z) . . . ∂nr
z hr(z)Γα(z) :

n1! . . . nr!

Construction of the Virasoro Field. Take dual bases {ai}, {ai} and let

L(z) =
1
2

∑
i

: ai(z)ai(z) := Y (ν, z)

ν =
1
2

∑
i

(ai)−1(ai)−1|0 >

We know that this is a Virasoro field with central charge c = dim h and all h(z) are
primary of conformal weight 1. We also know that [hλΓα] = (α, h)Γα or [Γαλh] =
−(α, h)Γα. Then we can compute:
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[ΓαλL] =
1
2
[Γαλ

∑
i

: aia
i :]

=
1
2

∑
i

: [Γαλai]ai : + : ai[Γαλa
i] +

∫ λ

0

[[Γαλai]µai]dµ

= −1
2

∑
i

[
(α, ai) : Γαa

i : +(α, ai) : aiΓα :
]

+
1
2

∑∫ λ

0

(α, ai)(α, ai)Γαdµ

= −1
2

: αΓα : −1
2

: Γαα : +
(α, α)

2
λΓα

By skew-symmetry we get:

[LλΓα] =
1
2

: αΓα : +
1
2

: Γαα : +(∂ + λ)
(α, α)

2
Γα

but : Γαα :=: αΓα : +
∫ 0

−T
[Γαλα]dλ so we get

: Γαα :=: αΓα : −(α, α)∂Γα

Hence

[L,Γα] =: αΓα : +(α, α)
λ

2
Γα

now recalling that : αΓα := ∂Γα we get

[L,Γα] = ∂Γα +
(
λ

(α, α)
2

)
Γα

So ν is a conformal vector and Γα is a primary field of conformal weight (α, α)/2.

[L,Γα] = ∂Γα + λ
(α, α)

2
Γα ⇒ T = L−1

19. Lattice vertex algebras III - uniqueness

19.1. Remark. V k with k = −hv has no conformal vectors (?).

Exercise 19.1 (Correction of a correction in Lecture 16). Any Hamiltonian oper-
ator B is skew-symmetric in the usual sense of matrix differential operators. For
example the Virasoro Hamiltonian operator is

B = 2u∂ + u′

B∗ = 2(−∂)u+ u′

= −2u′ − 2u∂ + u′

= −u′ − 2u∂
= −B

Proof. Follows directly from Ex. 15.2 �

Exercise 19.2. VQ,ε is isomorphic to the charged free fermions if Q = Z, (a, b) = ab
and ε = 1.
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Proof. This is a restatement of Ex. 9.4, defining ϕ : VZ,1 → F (A) by

hn → αn,

em → |m >,

then by the uniqueness theorem we only need to check Γ±1 → ψ± which is the
statement of Ex 9.4. �

Recall that VQ,ε = V 1(h)⊗ Cε[Q] where ε : Q×Q→ {±1} satisfies:
(1) ε(a, 0) = ε(0, a) = 1,
(2) ε(a, b)ε(a+ b, c) = ε(a, b+ c)ε(b, c),
(3) ε(a, b) = ε(b, a)(−1)(a,b)+(a,a)(b,b)

Existence and uniqueness of ε. if we replace eα by εαe
α with εα = ±1 and

ε0 = 1, we get:
(εαeα)(εβeβ) = ε(α, β)(εαεβε−1

α+β)εα+βe
α+β

and this is in turn by definition

ε(α, β) ' ε1(α, β) = εαεβε
−1
α+βε(α, β)

which by definition is an equivalent cocycle, we take then by definition H2(Q,±1)
to be the group of all 2-cocycles modulo the trivial 2-cocycles.

A different interpretation is given by noting that any 2-cocycle defines a central
extension:

1 → {±1} → Q̃→ Q→ 1
given by

Q̃ = {±1} ×Q

(x, a) · (y, b) = (xyε(a, b), a+ b)

Exercise 19.3. Q̃ is a group if and only if ε(α, β) is a 2-cocycle. Prove also that
these groups are isomorphic if and only if the corresponding cocycles are equivalent

Proof. Consider a central extension

0 → Q→ Q̃→ {±1} → 0

where the group operation in Q̃ extends that of Q. This means that if we choose a
splitting

Q̃
ϕ
' Q× {±1}

Then the operation in Q̃ is of the form

(a, εa)(b, εb) = (a+ b, ε(a, b)εaεb),

for some function ε : Q×Q→ {±1}. Clearly since the operation in Q̃ extends that
of Q, we have:

(a, 1) = (a, 1)(a, 1) = (a, ε(a, 0)) ⇒ ε(a, 0) = 1

and similarly ε(0, a) = 1. We also have[
(a, 1)(b, 1)

]
(c, 1) = (a+ b, ε(a, b))(c, 1) = (a+ b+ c, ε(a, b)ε(a+ b, c))

(a, 1)
[
(b, 1)(c, 1)

]
= (a, 1)(b+ c, ε(b, c)) = (a+ b+ c, ε(a, b+ c)ε(b, c))

and from associativity in Q̃ we get

ε(a, b+ c)ε(b, c) = ε(a, b)ε(a+ b, c)
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hence ε is by definition a 2-cocycle.
Suppose now that we have two different central extensions Q̃ and Q̃′, together

with an isomorphism φ : Q̃ ∼→ Q̃′ preserving the subspace Q, i. e. choose two
splittings Q̃ ' Q × {±1} and Q̃′ ' Q × {±}. This gives us two cocycles ε and ε′.
We have for a, b ∈ Q the inclusion a → (a, 1) and b → (b, 1) in Q̃ now under φ
these two map to (a, εa) and (b, εb) (recall that φ preserves the subspace Q). Their
product is in Q̃′:

(19.1.1) (a+ b, ε′(a, b)εaεb).

On the other hand, since φ is an isomorphism we have

φ(a, 1)(b, 1) = φ(a+ b, ε(a, b)) = (a+ b, ε(a, b)εa+b)

this is equal then to (19.1.1), hence we get (comparing second coordinates)

ε(a, b) = ε′(a, b)ε−1
a+bεaεb

and the two cocycles are then equivalent.
�

Exercise 19.4. Given a central extension Q̃, we define the map B : Q×Q −→ {±1}
as follows:

B(a, b) = âb̂â−1b̂−1 ∈ {±1}
where â, b̂ are their preimages of a, b ∈ Q in Q̃ respectively. Prove that B is an
unique invariant, i.e. that it does not depend on the choice of ε.

Proof. Choosing one splitting Q̃ ' Q× {±1} given by ε we have

B(a, b) = (a, 1)(b, 1)(a, 1)−1(b, 1)−1

and this is expanding and taking only the second coordinate:

(19.1.2) ε(a, b)ε(a,−a)−1ε(b,−b)−1ε(−a,−b)ε(a+ b,−a− b).

Choosing a different splitting given by a cocycle ε′ and expanding is straightfor-
ward to expand and get the same expression (19.1.2) so B is an invariant. Unique-
ness follows by an easy (but long) calculation to check that B(a, b) is itself a 2-
cocycle, hence given the invariant B we construct a central extension Q̃, and we
have just seen that two different central extensions give rise to two different invari-
ants B.

�

Note that in our case we get

(1, eα)(1, eβ)(1, eα)−1(1, eβ)−1 = (1, eα)(1, eβ)
(
(1, eβ)(1, eα)

)−1

= ε(α, β)eα+β
(
ε(β, α)eα+β

)−1

= ε(α, β)ε(β, α)−1

= (−1)(α,β)+(α,α)(β,β)

The invariant in our case is then B(α, β) = (−1)(α,β)+(α,α)(β,β) So we cannot have
a quasiclassical limit of VQ,ε if B is non-trivial. Also, by the proved uniqueness of
B we get that VQ,ε is independent of ε.

To prove existence we construct ε(α, β) by demanding
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(1) (bimultiplicativity)

ε(α+ α′, β) = ε(α, β)ε(α′, β)

ε(α, β + β′) = ε(α, β)ε(α, β′)

(2) ε(α, α) = (−1)
1
2 ((α,α)+(α,α)2).

it is easy to show that this conditions guarantee that ε is a 2-cocycle. And also
writing

ε(α+ β, α+ β) = ε(α, α)ε(β, β)ε(α, β)ε(β, α)

(−1)
1
2 ((α+β,α+β)+(α+β,α+β)2) = (−1)

1
2 ((α,α)+(α,α)2)(−1)

1
2 ((β,β)+(β,β)2)ε(α, β)ε(β, α)

We see that the third property for ε is satisfied. Now to construct such an ε we
choose a basis αi of Q and define

ε(αi, αi) = (−1)
1
2 ((αi,αi)+(αi,αi)

2)

ε(αi, αj)ε(αj , αi) = (−1)(αi,αj)+(αi,αi)(αj ,αj)

And now we extend to Q by bimultiplicativity.

Exercise 19.5. Check that condition (2) is satisfied for all α

Proof. First, see that if condition (2) holds for α, it also holds for −α. Indeed,
by bimultiplicativity, we have ε(−α,−α).ε(−α, α) = ε(−α, 0) = 1, so ε(−α,−α) =
ε(−α, α). Using bimultiplicativity one more time, ε(−α, α).ε(α, α) = ε(0, α) = 1
and finally, ε(α, α) = ε(−α, α) = ε(−α,−α) and considering the bilinear form, we
see that (−α,−α) = (α, α) which proves our claim. Similarly, we can see that the
defining equation

ε(αi, αj)ε(αj , αi) = (−1)(αi,αj)+(αi,αi)(αj ,αj)

holds if we substitute αi with −αi and/or αj with −αj . Therefore, we can change
the sign of the basis elements without violating the defining relations.

Now, let α =
∑
miαi. By the above remark, we can think that mi ≥ 0 for all i.

Now, let α and β be two elements with non-negative coordinates. By induction on
the number of components of α, we can prove that

ε(α, β)ε(β, α) = (−1)(α,β)+(α,α)(β,β)

and use this relation to run induction on the sum of the non-zero coordinates
towards proving (2). In fact, if this sum equals 1, the statement is true by definition.
If the statement is true for α and for β, we can see that it holds for α + β as well
as follows:

ε(α+ β, α+ β) = ε(α+ β, α).ε(α+ β, β)
= ε(α, α)ε(α, β)ε(β, α)ε(β, β)

= (−1)
1
2 ((α,α)+(α,α)2)(−1)(α,β)+(α,α)(β,β).(−1)

1
2 ((β,β)+(β,β)2)

= (−1)
1
2 ((α,α)+(α,α)2+2(α,β)+2(α,α)(β,β)+(β,β)+(β,β)2)

= (−1)
1
2 ((α+β)+(α+β)2)

�
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The state-fields correspondence is given by:

Y ((h1t−1−n1) . . . (hrt−1−nr )⊗ eα, z) =
: ∂n1

z h1(z) . . . ∂nr
z hr(z)Γα(z) :

n1! . . . nr!

where h(z) =
∑

n hnz
−1−n and these operators are the usual ones except for

h0(s⊗ eα) = (α, h)s⊗ eα

Γα(z) = eαzα0e−
P

j<0
z−j

j αje−
P

j>0
z−j

j αj

[h(z), h′(w)] = (h, h′)∂wδ(z, w)

[h(z),Γα(w)] = (α, h)Γα(w)δ(z, w)

[Γα(z),Γβ(w)] = ε(α, β)(iz,w(z − w)(α,β) − iw,z(z − w)(α,β))Γα,β(z, w)

19.2. Corollary.

(1) [Γα(z),Γβ(w)] = 0 if (α, β) ≥ 0.
(2) [Γα(z),Γβ(w)] = ε(α, β)δ(z, w)Γα+β(w) if (α, β) = −1.
(3) [Γα(z),Γ−α(w)] = ε(α,−α)(α(w)δ(z, w) + ∂wδ(z, w)) if (α, α) = 2.

Proof. Recall that δ(z, w)f(z, w) = δ(z, w)f(w,w). Also Γα,β(w,w) = Γα+β(w),
so (2) follows. Now ∂zf(z, w)δ(z, w) − f(z, w)∂wδ(z, w) = −∂wδ(z, w)f(w,w) and
thus

(19.2.1) f(z, w)∂wδ(z, w) = ∂zf(z, w)|z=wδ(z, w) + f(w,w)∂wδ(z, w)

Therefore, to check (3) we apply (19.2.1) to

[Γα(z),Γ−α(w)] = ε(α,−α)∂wδ(z, w)Γα,−α(z, w)

and get the RHS of (3). Here we note that Γα,−α(w,w) = 1 and since

Γα,−α(z, w) =

= zα0w−α0 exp

−∑
j<0

z−j

j
αj −

w−j

j
αj

 exp

−∑
j>0

z−j

j
αj −

w−j

j
αj


we get

∂zΓα,−α(z, w) =

= α0z
−1Γα,−α +

∑
j<0

z−j−1αj

Γα,−α + Γα,−α

∑
j>0

z−j−1αj


and then

∂zΓα,−α(z, w)|z=w = α0w
−1 +

∑
j<0

w−j−1αj

+

∑
j>0

w−j−1αj

 = α(w)

�

Consider now the special case when Q ⊂ h is a root lattice, simply laced, i.e. A,
D, E cases, so that the set of roots is ∆ = {α ∈ Q|(α, α) = 2} then Q is an even
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integral lattice. We have the fields

h(z) =
∑

n

hnz
−1−n h ∈ h

Γα(z) =
∑

n

eα
nz
−1−n α ∈ ∆

Then the conditions above are translated to

(1) [hm, h
′
n] = mδm,−n(h, h′)

(2) [hm, e
α
n] = (α, h)eα

m+n

(3) [eα
m, e

β
n] = 0 if (α, β) ≥ 0.

(4) [eα
m, e

β
n] = ε(α, β)eα+β

m+n if (α, β) = −1.
(5) [eα

m, e
−α
n ] = ε(α,−α)(αm+n +mδm,−n)

And these are the commutation relations for the affine Lie algebra of level 1:
ĝ = g[t, t−1] + C1 and we have g = h +⊕α∈∆Ceα

0 is a simple Lie algebra with root
system ∆.

Exercise 19.6. The invariant bilinear form on g is the extension from h by letting
(h, eα

0 ) = 0, (eα
0 , e

β
0 ) = 0 if α+ β 6= 0 and (eα, e−α) = −1. Check that this bilinear

form is invariant.

Proof. By definition, the bilinear form is invariant, i.e. for any triple of elements
a, b, c ∈ g, we have ([a, b], c) = (a, [b, c]). By linearity, it suffices to consider the
cases when each of a, b, c in in h or in Ceα. We have to consider a number of cases.

(1) All a, b, c are elements of h. Then having that h is commutative,

([a, b], c) = (0, c) = 0 = (a, 0) = (a, [b, c])

(2) Two of the elements a, b, c are in h and the third is in Ceα. There are three
possibilities:
(a) a ∈ Ceα

0 .Then we have [a, b] is a multiple of (h, eα
0 ) which is by defini-

tion 0 on the one hand, and [b, c] = 0 on the other which shows that
both LHS and RHS equal 0.

(b) b ∈ Ceα
0 . Then, again both LHS and RHS are equal to 0. Similar to

above, [a, b] and [b, c] are a multiples of (h, eα
0 ).

(c) c ∈ Ceα
0 . This case is exactly like the first one.

(3) Two elements are in eα
0 and eβ

0 and the third is in h. Here we have again
three subcases:
(a) a ∈ h. Then we have (a, [eα, eβ ]) for the LHS and ([a, eα], eβ) for the

RHS. Then, considering equalities (3), (4), and (5) above, we can see
that again LHS=RHS.

(b) b ∈ h. Then since [eα
0 , h] is proportional to e0 and (e0, h) = 0, so both

LHS and RHS are equal to 0.
(c) c ∈ h. This case is exactly like the first one.

(4) a = eα, b = eβ , and c = eγ .
(a) α+ β + γ 6= 0. Then obviously both LHS and RHS equal 0.

The rest is similar to these ones.

�
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20. Borcherds identity

We will show that VQ,ε is simple.

20.1. Theorem. Let V be a vertex algebra, a, b, c ∈ V then the following Borcherds
identity holds: for any rational function F (z, w) with poles only at z = 0, w =
0, z = w one has

Resz−w Y
(
Y (a, z − w)b, w

)
iw,z−wF (z, w) =

= Resz

(
Y (a, z)Y (b, w)iz,wF (z, w)− p(a, b)Y (b, w)Y (a, z)iw,zF (z, w)

)
,

Proof. It suffices to prove this formula for F = zm(z − w)nwl. For this F the
identity becomes (multiplying by w−l):

(20.1.1)
∑
j≥0

(
m

j

)
Y (a(n+j)b, w)wm−j =

=
∑
j≥0

(−1)j

(
n

j

)(
a(m+n−j)Y (b, w)wj − p(a, b)(−1)nY (b, w)a(m+j)w

n−j
)

in particular this identity is independent of l so it suffices to consider only 2 cases:
Case 1 F (z, w) = zm where m ∈ Z.
Case 2 F (z, w) = (z − w)−n−1 where n ∈ Z+.
since any F (z, w) can be written as a linear combination of these expressions with
coefficients Laurent polynomials in w. But now case 1 of formula (20.1.1) is

[a(m), Y (b, w)] =
∑

j∈Z+

(
m

j

)
Y (a(j)b, w)wm−j

which is the OPE formula we have proved in Ex 12.1. In the second case the formula
reads:

: ∂n
wY (a,w)Y (b, w) :

n!
= Y (a(−1−n)b, w)

which is the n-th product formula for n < 0 �

The coefficient of w−1−k of (20.1.1) is given by:∑
j∈Z+

(
m

j

)(
a(n+j)b

)
(m+k−j)

c =
∑

j∈Z+

(−1)j

(
n

j

)(
a(m+n−j)(b(k+j)c)−

−p(a, b)(−1)nb(n+k−j)

(
a(m+j)c

))
(20.1.2)

Therefore the following is immediate:

20.2. Corollary. If a(z), b(z), c(z) are pairwise local fields then they satisfy (20.1.2)

Borcherds identity can in fact be written in a somewhat better form as follows.

20.3. Proposition. The Borcherds identity is equivalent to the following:

Y (a, z)Y (b, w)iz,w(z − w)n − p(a, b)Y (b, w)Y (a, z)iw,z(z − w)n =(20.3.1)

=
∑

j∈Z+

Y (a(j+n)b, w)∂j
wδ(z − w)/j!
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Proof. Take F (z, w) = (z − w)nδ(x − z) = (z − w)n
∑

m∈Z z
mx−1−m where x is a

parameter. In order to substitute F (z, w) in Borcherds identity we calculate:

Resz−w(z − w)−1−jiw,z−wδ(x− z) = ∂j
wδ(x− w)/j!

which follows from differentiating by w j-times of:

Exercise 20.2.

Resz−w(z − w)−1iw,z−wδ(x− z) = δ(x− w)

�

Proof.

δ(x− z) = x−1
∑
n∈Z

( z
x

)n

=
∑

x−1−n((z − w) + w)n

=
∑

x−1−nwn

(
1 +

z − w

w

)n

But it is clear that Resz−w(z − w)−1iw,z−w

(
1 + z−w

w

)n = 1 for all n and hence

Resz−w(z − w)−1iw,z−wδ(x− z) =
∑

x−1−nwn = δ(x− w)

�

Exercise 20.3. Take the generating series of n-th product axioms

Y (a, z)(n)Y (b, z) = Y (a(n)b, z)

we get:

Y (Y (a, z)b,−w) = iz,wY (a, z − w)Y (b,−w)− p(a, b)Y (b, w)
∑

j∈Z+

∂j
wδ(z, w)
j!

a(j)

Proof. ∑
n∈Z

Y (a(n)b,−w)z−n−1 =

=
∑
n∈Z

Y (a,−w)(n)Y (b,−w)z−n−1

=
∑
n∈Z

Resy[Y (a, y)Y (b,−w)iy,w(y + w)n

−p(a, b)Y (b,−w)Y (a, y)iw,y(y + w)n]z−n−1

The two sums on the right hand side can be computed by making use of straight-
forward calculations similar to Ex. 20.2, namely,∑

n∈Z
Resy f(y)iy,w(y + w)nz−n−1 = iz,wf(z − w)∑

n∈Z
iw,y(y + w)nz−n−1 =

∑
j∈Z+

yj∂(j)
w δ(z, w)
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we get:

Y (Y (a, z)b,−w) = iz,wY (a, z − w)Y (b,−w)− p(a, b)Y (b, w)
∑

j∈Z+

∂j
wδ(z, w)
j!

a(j)

�

But applying these operators to c and multiplying by (z−w)n for n large enough
the second term vanishes so we get the associativity formula:

(z − w)nY
(
Y (a, z)b,−w)c = (z − w)nY (a, z − w)Y (b,−w)c

which physicists often write without the (z − w)n factor.
Comparing with usual associativity formula L(L(a)b)c = L(a)(L(b)c) where L

is the operator of left multiplication, we see the above formula is a parameter
dependent analogue.

Exercise 20.4. An equivalent definition of a vertex algebra is given by two axioms:
(1) Y (|0〉, z) = I, a(−1)|0〉 = a.
(2) Borcherds identity.

Proof. We already know (1) and (2) are implied by the usual axioms. We show the
converse. First, from Proposition 20.3 locality is immediate. Now a special case
of Theorem 20.1 with F = 1 and b = |0〉 gives a(j)|0〉 = 0 for all j ≥ 0. Also, by
defining T on V by Ta = a(−2)|0〉, the Borcherds identity in the form of (20.1.2)
with c = |0〉 and m = 0, k = −2 we get (a(n)b)(−2)|0〉 = a(n)b(−2)|0〉−na(n−1)b−1|0〉
so

[T, a(n)]b = (a(n)b)(−2)|0〉 − a(n)b(−2)|0〉 = −na(n−1)b−1|0〉 = −na(n−1)b

and hence translation invariance follows.
�

Representation Theory of Vertex algebras.

20.4. Definition. a representation of a unital associative algebra A is a linear
map A → End(M) (we denote it by a → aM ) where M is a linear vector space,
such that

(1) 1M = IdM .
(2) (ab)M = aMbM

20.5. Definition. A representation of a vertex algebra V is a vector space M
(a V -module M) and a linear map V → (EndM)[[z, z−1]] which maps a to a field
Y M (a, z) =

∑
n a

M
(n)z

−1−n with aM
(n) ∈ EndM such that

(1) Y M (|0〉, z) = IdM .
(2) Y M (a(n)b, z) = Y M (a, z)(n)Y

M (b, z), where n ∈ Z.
(3) {Y M (a, z)}a∈V is a local system.

20.6. Remark. Taking b = |0〉, n = −2 in (20.1.2) we get Y M (Ta, z) = ∂zY
M (a, z).

Exercise 20.5. An equivalent definition of V -module is given by
(1) Y M (|0〉, z) = IdM

(2) Y M (a, z)Y M (b, w)iz,w(z − w)n − p(a, b)Y M (b, w)Y M (a, z)iw,z(z − w)n =

=
∑
j∈Z

Y M (a(j+n)b, w)∂j
wδ(z − w)/j!
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Proof. Assume the original definition of vertex algebra representation. From local-
ity we have decomposition of commutators of fields [Y M (a, z), Y M (b, w)] as a finite
sum involving delta functions, and the coefficients must be given as Y (a(n)b, w)
due to the n-th product formula for n ≥ 0. Hence we have the usual OPE formula,
which, together with the n-th product formula for n < 0 implies the Borcherds
identity, and vice versa. Hence the two definitions are equivalent.

�

21. Representations of vertex algebras

Equivalent Definition of a Module over a Vertex Algebra
Let V be a vertex algebra. A vector space M is called a V -module if there

is a linear map from V to a space of EndM -valued fields, a → Y M (a, z) =∑
n∈Z a

M
(n)z

−1−n such that

(1) Y M (|0 >, z) = IdM .
(2) Y M (a(n)b, z) = Y M (a, z)(n)Y

M (b, z).
(3) {Y M (a, z)}a∈V is a local system.

In the last lecture we stated that these conditions are equivalent to the following
ones

(1) Vacuum axiom Y M (|0 >, z) = IdM .
(2) Borcherds identity

Resz−w Y
M (Y (a, z − w)b, w)iw,z−wF (z, w) =

= Resz(Y M (a, z)Y M (b, w)iz,wF − p(a, b)Y M (b, w)Y M (a, z)iw,zF )

for any rational function F (z, w) with poles only at z = 0, w = 0, z = w .

Exercise 21.1. Check that these two sets of conditions are equivalent to

(1) Y M (|0 >, z) = IdM .
(2) Y M (Ta, z) = ∂zY

M (a, z).
(3) [Y M (a, z), Y M (b, w)] =

∑
j∈Z+

Y (a(j)b, w)∂j
wδ(z, w)/j!.

(4) : Y M (a, z)Y M (b, z) := Y M (a(−1)b, z).

Proof. The equivalence of the first two definitions is proved in Ex 20.5. Thus it
suffices to prove the equivalence of the above definition to the first one. Let us
prove that the conditions of the third definition follows from the first one. The
first condition is the same. The second condition follows from Borcherds identity
(see remark 20.6). Condition 3 follows from the fact that Y M (a, z) form a local
system and that the map Y M preserves j-th products. Finally, condition 2 in the
first definition implies the last condition in the third one.

The converse implication is also easy. Condition 3 of the third definition im-
plies that the system {Y M (a, z)}a∈V is a local and that the map Y M preserves
j-th products for j ≥ 0 . The following calculation shows that Y M preserves j-th
products for j < 0 as well
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Y M (a, z)(−1−n)Y
M (b, z) =

: ∂nY M (a, z)Y M (b, z) :
n!

=
: Y M (Tna, z)Y M (b, z) :

n!

= Y M

(
: (Tna)b :

n!
, z

)
= Y M (a(−1−n)b, z) , n > 0 .

Here we use conditions 2 and 4 of the third definition. �

21.1. Example (Abstract example). Let V be a local system of EndM -valued
fields, ∂z-invariant, containing IdM and closed under all n-products of fields (n ∈ Z).
We know that V is a vertex algebra but then defining

Y M (a, z) = a ∈ V
makes M into a V -module.

21.2. Definition. A V -module M is called conformal if there exist an operator
TM such that [TM , Y M (a, z)] = ∂zY

M (a, z).

In particular if V has a conformal vector ν then TM = LM
−1 is such an operator.

Exercise 21.2. A conformal V -module M is a module over V , viewed as a Lie
conformal algebra.

Proof. Since the map Y M preserves all n-th products we have that the λ-bracket
in the Lie conformal algebra V turns to the λ-bracket of the Lie conformal algebra
defined naturally on the space of the local system {Y M (a, z)}a∈V by the respective
n-th products. Since we also have the operation [TM , · ] on the space of the local
system {Y M (a, z)}a∈V and the identity

[TM , Y M (a, z)] = ∂zY
M (a, z)

M can indeed be viewed as a module over the Lie conformal algebra. �

21.3. Theorem. Let (g,F) be a maximal formal distribution Lie (super)algebra
associated to a Lie conformal (super)algebra R = F̄ . Let M be a g-module such
that

(1) for any v ∈M and a ∈ F we have a(n)v = 0 for n >> 0 (restricted module).
(2) There exists TM ∈ EndM such that [TM , aM (z)] = ∂za

M (z), where a(z) ∈
F .

Let V (R) = U(g)/U(g)g− be the universal enveloping vertex algebra of R. Then the
g-module structure of M extends uniquely to a V (R)-module V (g,M). Moreover,
these are all the conformal V (R)-modules.

Proof. By the existence theorem the fields a(z) (they are fields due to (1))
generate a vertex algebra V (g,M). Then the representation of g in the vector
space M give rise to an homomorphism (of Lie conformal (super)algebras) F̄ →
V (g,M). Now by the universal property of the enveloping vertex algebra we get that
this morphism lifts to an homomorphism V (R) → V (g,M) which is a conformal
representation of V (R) in M .
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Exercise 21.3. Prove the last statement of the theorem.

Proof. If M is a conformal module of V (R) conditions 1 and 2 of the theorem are
satisfied since a ∈ V (R) . Hence M has the desired structure of the restricted g-
module which in turn generates the V (R)-module structure by the first part of the
proof.

We mention that for a representation of the vertex algebra associated to a formal
distribution Lie (super)algebra (g,F) we have the following formula for the map
Y M

Y M (a1
(−1−n1)

. . . as
(−1−ns)|0 >, z) =

: ∂n1
z a1M (z) . . . ∂ns

z asM (z) :
n1! . . . ns!

,

which follows from the vacuum axiom and the fact that Y M preserves n-th products.
�

21.4. Example. g = Vir = {Ln, C}n∈Z. Let Vir(0) =
∑

n≥0 CLn + CC, let also

M(h, c) = IndVir
Vir(0)

C(h,c)

where

Ln · 1 = 0 n > 0
L0 · 1 = h · 1
C · 1 = c · 1

This is a V c-module (after dividing by (C−c)). Thus M(h, c) are modules over V c,
the universal enveloping vertex algebra of the Virasoro algebra of central charge c.
It is clear that L0 acts on M(h, c) diagonally on the basis

L−n1 . . . L−ns
|h, c >

with eigenvalue h + n1 + · · · + ns ∈ h + Z+ where |h, c > is the image of 1.
M(h, c) obviously decomposes into a direct sum of finite dimensional eigenspaces
of L0. Then the general technique of highest weight representations allows us to
conclude that M(h, c) contains a unique maximal submodule J . Hence we get
L(h, c) = M(h, c)/J , the irreducible V c-module.

Fundamental Question: When is L(h, c) a Vc-module?

21.5. Example (Ising module). c = 1
2 . In this case L(h, 1

2 ) is a V1/2-module if and
only if h = 0, 1

16 ,
1
2 .

Exercise 21.4. Prove that if L(h, 1
2 ) is a V1/2-module then h = 0, 1

16 or 1
2 .

Proof. Let us try to find a singular vector of the vertex algebra V 1/2. Simple
calculations show that there are no singular vectors with c = 1/2 if the energy of
the vector is e = 2, 3, 4, and 5. We are looking for such a vector of the form

(21.5.1) v = (αL−6 + βL−4L−2 + γL2
−3 + σL3

−2)|0 > .

Since L1 and L2 generates the whole subalgebra of the Virasoro algebra spanned
by the generators Ln for n > 0 the statement

Lnv = 0 , ∀ n > 0

is equivalent to the pair of equations
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(21.5.2) L1v = 0 , L2v = 0 .

Direct computation reduces (21.5.2) to the following homogeneous linear system
on α, β, γ and σ

(21.5.3)


7α + 4γ +6σ = 0

5β +8γ +9σ = 0
31α +β +40γ = 0

8β + 33σ = 0 .

The determinant of the respective matrix vanishes and a nontrivial solution for
(21.5.3) is found to be

α = 9, β = 22, γ = −31
4
, σ = −16

3
.

Thus

(21.5.4) v = (9L−6 + 22L−4L−2 −
31
4
L2
−3 −

16
3
L3
−2)|0 >

is a singular vector of V 1/2.
If M = L(h, 1

2 ) is V1/2-module then

Y M (v) = 0 .

By definition of a module over a vertex algebra and by definition of −n-th prod-
ucts for n > 0 we have

(21.5.5)

Y M (v) =
3
8
∂4

zL(z) + 11 : ∂2
zL(z)L(z) : −31

4
: ∂zL(z)∂zL(z) : −16

3
: L3(z) : ,

where : L3(z) : is just L(z)(−1)(L(z)(−1)L(z)) .
The operator (21.5.5) is of conformal weight 6 . Hence the lowest degree in z in

the expression

Y M (v)|h, 1/2 > = (
3
8
∂4

zL(z) + 11 : ∂2
zL(z)L(z) : −(21.5.6)

−31
4

: ∂zL(z)∂zL(z) : −16
3

: L3(z) :)|h, 1/2 >

is −6 .
A rather long computation shows that

z6Y M (v)|h, 1/2 >
∣∣∣
z=0

= (3h2 − 16h3

3
− h

6
)|h, 1/2 > .

The latter expression vanishes if and only if h = 0 or 1/2 or 1/16 and the statement
follows. �

21.6. Remark. In the following lectures we will give explicit realizations of V1/2-
modules which are the V 1/2-modules L(h, 1/2) for h = 0, 1/2 and 1/16 . It would
imply the respective converse statement.
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21.7. Definition. Let V be a vertex algebra with a conformal vector ν so that
Y (ν, z) =

∑
Lnz

−n−2. A V -module is called a positive energy module if L0 is
diagonalizable. The eigenspaces of L0 are finite dimensional, and the real part of
its spectrum is bounded below.

21.8. Proposition. All positive energy irreducible V c-modules are L(h, c).

Proof. Let M be such a module. Let ν ∈ V c be an eigenvector of L0 with eigenvalue
h′. Then, since M is irreducible, it is irreducible as a module over the Virasoro
algebra Vir. Then M ' U(Vir)ν hence the eigenvalues of L0 ⊂ h′ + Z. This is
a discrete set, hence we have a minimal eigenvalue h, Mh is the corresponding
eigenspace. Then U(Vir)v is a submodule of M , with v the only vector with eigen-
value h. Hence dimMh = 1 and hence M is a quotient of M(h, c). Now this implies
that M = L(h, c). �

Exercise 21.5.

(1) Consider the Clifford affinization Â and let F 1(A) be the corresponding
vertex algebra of free fermions. Show that F (A) is the only positive energy
irreducible module.

(2) Let V 1(h) be the vertex algebra of free bosons, show that all positive energy
irreducible ĥ-modules are parameterized by h∗ as follows:

L(µ) = Indĥ
h[t]+CK Cµ µ ∈ h∗

where (αtn)Cµ = 0 for n > 0 and α1 = µ(α)1, K = 1.

Proof. Let M an irreducible module of the vertex algebra of free fermions. Then
M is irreducible representation of the Lie (super)algebra of free fermions with the
commutation relations

(21.8.1) [ϕm, ψn] = δm,−n < ϕ,ψ > , n,m ∈ Z+ + 1/2 .

Since M is a positive energy module of the Virasoro algebra there exists an eigen-
value h of L0 with minimal real part. Let v be the corresponding eigenvector. Then
due to the commutation relations of L and ϕ (see for example lecture 9) we have

L0ϕnv = (h− n)v ,

and hence
ϕnv = 0 , ∀ n > 0 .

This means that there is a morphism of Â-modules σ : F (A) 7→ M . The morphism
σ is surjective since M is irreducible and injective since F (A) is irreducible. Hence
M = F (A) .

Furthermore, F (A) is indeed a positive energy module of the Virasoro algebra.
In lecture 9 we had

[L0, ϕ
i
n] = −nϕi

n .

Hence the vectors
ϕi1
−n1

. . . ϕis
−ns

|0 >
are eigenvectors of L0 with eigenvalue n1 + . . . + ns . These vectors generate the
module F (A) therefore real part the spectrum of L0 is bounded below by 0 and
every eigenspace of L0 is finite dimensional.
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If L is a positive energy irreducible ĥ-module then there exists an eigenvector v
of L0 whose eigenvalue h has a minimal real part. In lecture 7 we had

[L0, αn] = −nαn ,

which implies that
L0αnv = (h− n)αnv .

Hence αnv = 0 for any n > 0 . Furthermore

L0α0v = hα0v = µ(α)vh

for some µ ∈ h∗ since α0 is a central element of h and L an irreducible ĥ-module.
Thus as in the case of the Lie algebra of free fermions we have nontrivial morphism
of modules L(µ) and L . Since both modules L(µ) and L are irreducible by Schur
lemma we get that L(µ) ∼ L .

Finally, by analogous line of arguments as for F (A) we get that L(µ) is indeed
a positive energy module for the Virasoro algebra for any µ ∈ h∗ . �

21.9. Example (affine algebras). Consider V k(g) where g is simple and k 6= −hv.
For a finite dimensional irreducible g-module F let M(F, k) = Indĝ

g[t]+CK F where
gtn|F = 0 for n > 0, K = k. Let L(F, k) = M(F, k)/the unique maximal submod-
ule.

Exercise 21.6. Show that M(F, k) is a positive energy module, L(F, k) is a positive
energy irreducible module. And these are all positive energy irreducible V k(g)-
module (k 6= −hv).

Proof. From the Sugawara construction (see lecture 8) we have

L0 =
ai
0(ai)0

2(k + hv)
+

1
2(k + hv)

∑
m>0

(
ai
−m(ai)m + (ai)−ma

i
m

)
Hence the subspace F ⊂M(F, k)(L(F, k)) is a eigenspace of L0 with an eigenvalue
C/(2(k + hv)) where C is the value of the quadratic Casimir operator of g in F .

From lecture 8 we also know that the λ-bracket between L and a ∈ ĝ looks as

[Lλa] = (∂ + λ)a .

This gives the following commutation relation

(21.9.1) [L0, a
i
n] = −nai

n .

Both ĝ-modules M(F, k) and L(F, k) are spanned by vectors

ai1
−n1

. . . ais
−ns

v , v ∈ F .

Hence due to (21.9.1), the spectrum of L0 is C/(2(k+hv))+Z+ and the respective
eigenspaces are obviously finite dimensional. Thus M(F, k) and L(F, k) are positive
energy modules for any F and k 6= −hv . L(F, k) is irreducible by construction.

Let further M be a positive energy irreducible ĝ-module. There exists an eigen-
value h of L0 with minimal real part. Let F be the respective eigenspace of L0. F
is finite dimensional by definition of the positive energy modules. Relation (21.9.1)
implies that gtn|F = 0 for n > 0 and the subalgebra g corresponding to the zero
modes preserves F .

If F1 ⊂ F is a proper g-submodule of F then we have a proper submodule in
M generated by action of ĝ on the vectors of F1 . Thus F is an irreducible finite
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dimensional g-module and we have a nontrivial morphism from L(F, k) to M which
is an isomorphism by Schur’s lemma. �

22. Representations of lattice vertex algebras

We are studying representations of the lattice vertex algebra VQ = V 1(h) ⊗
Cε[Q] where Q ⊂ h is an integral lattice. VQ is generated by the fields h(z) =∑

n∈Z hnz
−1−n (where h ∈ h), and Γα(z) = eαzα0e−

P
j<0

z−j

j αje−
P

j>0
z−j

j αj .
In order to construct a representation of VQ consider the dual lattice

h ⊃ Q∗ = {γ|(γ,Q) ⊂ Z} ⊃ Q

22.1. Example. Q = Z, (a, b) = mab for some fixed non-zero m ∈ Z. Hence we
get Q∗ = m−1Z hence we get a lattice but not always integral.

Consider the decomposition Q∗ =
∐

µ∈Q∗ mod Q(µ+Q) and the space

VQ∗ = V 1(h)⊗ Cε∗ [Q∗]

where Cε∗ [Q∗] is a Cε[Q]- module defined by

(22.1.1) eα(eλ) = ε∗(α, λ)eλ+α

so that each subspace Cε∗ [µ+Q] = ⊕λ∈µ+QCeλ is a submodule. We want (22.1.1)
be a representation of the associative algebra Cε[Q]

eα(eβeλ) = (eαeβ)eλ

and we want then

(22.1.2) ε∗(α, β + λ)ε∗(β, λ) = ε(α, β)ε∗(α+ β, λ)

A construction of ε∗ fixing a coset representative, let

ε∗(α, µ+ β) = ε(α, β) α, β ∈ Q
Now we can check (22.1.2) since for λ = µ+ γ, γ ∈ Q then (22.1.2) becomes:

ε(α, β + γ)ε(β, γ) = ε(α, β)ε(α, β, γ)

which is the cocycle condition.

Exercise 22.1. By rescaling eλ (λ ∈ Q∗), any cocycle satisfying (22.1.2) can be
transformed to any other one.

Construction of a representation of VQ in VQ∗ = M . we start defining hM
n

in the same way as before: for n 6= 0, hn acts on the first factor so we get the
same operators as before. For n = 0 we define h0(s ⊗ eλ) = (λ, h)s ⊗ eλ. We let
Y M (ht−1, z) = hM (z) for every h ∈ h. Now we let for α ∈ Q

Y M (1⊗ eα, z) = ΓM
α (z)

= eαzαM
0 e−

P
j<0

z−j

j αM
j e−

P
j>0

z−j

j αM
j

where in the RHS, eα acts on Cε∗ [Q∗].
In general we get:

(22.1.3)

Y M ((h1t−1−n1) . . . (hrt−1−nr )⊗ eα, z) =
: ∂n1

z h1M (z) . . . ∂nr
z hrM (z)Γα(z) :

n1! . . . nr!

22.2. Proposition.
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(1) Equation (22.1.3) defines a structure of a VQ-module in M .
(2) Vµ+Q = V 1(h)⊗ Cε∗ [µ+Q] is an irreducible submodule of M and

(22.2.1) M = ⊕µ∈Q∗ mod QVµ+Q

Proof. See Remark before theorem 23.3. First of all note that all the fields we have
defined so far are pairwise local. We need to check that the n-th product satisfies:

Y M (a(n)b, z) = Y M (a, z)(n)Y
M (b, z) a, b ∈ VQ

And this is true without the superscript M . But this products are expressed via
h′ns, e

α′
s (resp. the corresponding operators on M).

Another argument: Consider the vertex algebra V generated by the EndM -
valued fields hM (z) and ΓM

α (z), where h ∈ h and α ∈ Q. Then we have to check
that it satisfies the uniqueness conditions V = V 1(h) ⊗ Cε[Q] We need to check
then that the span of the fields (22.1.3) is a v.a.

Now since eαCε∗ [µ+Q] ⊂ Cε∗ [µ+Q] we have that Vµ+Q is a submodule of M
and it is clear that M is a direct sum of these submodules. The only thing to check
is that these are irreducible. Let U be a non-zero Vµ+Q sub-module. Let u ∈ U be
a non-zero element with

u =
∑

i

si ⊗ eλi , si ∈ S(h[t−1]t−1)

such that the λi are pairwise distinct. Therefore applying hj
0(u) =

∑
i(λi, h)jsi⊗eλi

and noting that the Vandermonde matrix is invertible, we get that each si⊗eλi ∈ U .
Now since S(h[t−1]t−1) is irreducible we conclude that 1⊗eλ ∈ U for some λ ∈ µ+Q.
But then (1⊗ eλ1) ∈ U for any λ1 = λ+ β , β ∈ Q, just apply

ΓM
β (z)(1⊗ eλ) = z(λ,β)eλ+β(1 + o(z))

and note that all the coefficients of z lie in U hence (1⊗ eλ+β) ∈ U . Now applying
the lowering operators we get U = Vµ+Q. �

Exercise 22.2. Show that all VQ-modules Vµ+Q for (µ ∈ Q∗ mod Q) are non-
isomorphic. Thus we constructed Q∗/Q irreducible VQ-modules.

Proof. Comparing the action of h0 we get (λ, h) = (µ, h)∀h, which implies the
result. �

Exercise 22.3. The vector (h1M
−n1

) . . . (hrM
−nr

) ⊗ eλ is an eigenvector of L0 with
eigenvalue 1

2 (λ, λ)+n1+· · ·+nr. Conclude that, provided that Q is a positive lattice
(i.e. (α, α) > 0 except for α = 0), all modules Vµ+Q are positive energy modules.
Next time we will prove that any p.e. module over VQ (Q positive definite) is a
direct sum of V ′µ+Qs.

Proof. This follows from the construction of the Virasoro field in Lecture 18 and
Ex. 13.4. �

22.3. Example. If Q is a root lattice of type A,D or E it is easy to describe the
decomposition of Q∗:

Q∗ = Q
∐(∐

ωi +Q
)

where the product is over the special vertices i and ωi are the fundamental weights.

22.4. Corollary. VQ is simple, hence VQ
∼= V1(q).
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22.5. Corollary. Let (, ) be normalized with the condition that (α, α) = 2 for all
roots (g = A, D, E). The positive energy irreducible ĝ-modules are parameterized
by a pair (k, λ) where k is the level and λ ∈ h

We know that VQ is isomorphic to V1(g) hence as a result we constructed |Q∗/Q|
positive energy modules of V1(g). We proved that these are all p.e. modules of
V1(g). For any k ∈ Z+ all irreducible positive energy modules of Vk(g) appear in
tensor products of those for k = 1 (see exercise 24.1) And this gives a complete
description of Vk(g)-modules where k ∈ Z+, these are L(k, F (λ)), with the condition
(λ, θ) ≤ k where θ is the highest root (see theorem 24.1).

23. Rational vertex algebras

A digression on the complete OPE

In this lecture we will talk about the complete operator product expansion. If
(a, b) is a local pair of EndV -valued fields, one has the complete OPE:

(23.0.1) a(z)b(w) =
∑
j≥0

(
a(w)(j)b(w)

)
iz,w(z − w)−1−j+ : a(w)b(w) :

23.1. Definition. An EndV -valued formal distribution in two indeterminates is
called a field (in z and w) if for all v ∈ V , a(z, w)v ∈ V ((z, w)) = V [[z, w]][z−1, w−1]

Exercise 23.1. : a(z)b(w) : is a field if a(z) and b(z) are.

Proof. Recall that : a(z)b(w) := a(z)+b(w) + p(a, b)b(w)a(z)−. For each v ∈ V ,
choose M ∈ Z such that a(m)v = 0 for all m ≥ M . For each integer i from 0 to
|M | − 1 let Ni ∈ Z be such an integer that b(n)(a(i)v) = 0 for all n ≥ Ni. Finally,
let N be such an integer that b(n)v = 0 for all n ≥ N . Clearly, then a(z)+b(w)v
has no negative powers of z and only up to the |N | negative power of w. At the
same time, b(w)a(z)−v has only finite number of negative powers of z and hence
b(w) applied to each of them, lies in V ((z, w)).

So : a(z)b(w) : is indeed a field. �

Exercise 23.2. Any field a(z, w) has a Taylor expansion up to any order N > 0:

(23.1.1) a(z, w) =
N−1∑
j=0

cj(w)(z − w)j + (z − w)NdN (z, w)

where cj(w) = ∂j
za(z, w)|z=w/j! and dN (z, w) is a field. Moreover, this Taylor

expansion determines cj(w) uniquely.

Proof. First we show uniqueness.
If we differentiate in z both sides k times we get:

∂k
z a(z, w) =

N−1∑
j=k

j(j − 1)...(j − k + 1)cj(w)(z − w)j−k + (z − w)N−kd′N (z, w)

Plugging in z = w we get:

∂k
z a(z, w)|z=w = k!ck(w)

Uniqueness is proved.



VERTEX ALGEBRAS 113

Now we show existence. It will be enough to show that for any field a(z, w) there
exist fields c(w) and d(z, w) such that:

a(z, w) = c(w) + (z − w)d(z, w)

The general case then follows trivially by induction. But the above equation sug-
gests to take c(w) = a(w,w). This will clearly be a field as a(z, w) is a field. Note
that for the simple case a(z, w) = z−nwm, n > 0 we have:

d(z, w) =
a(z, w)− a(w,w)

z − w

=
wm

z − w
(

1
zn
− 1
wn

)

= wm wn − zn

(z − w)znwn

= −wm−nz−n(wn−1 + · · ·+ zn−1)

and d(z, w) is easily seen to be a field. Same goes for a case when a(z, w) =
znwm, n > 0. In this case:

d(z, w) =
a(z, w)− a(w,w)

z − w
= wm zn − wn

z − w
= wm(zn−1 + · · · + wn−1)

is also a field. When a(z, w) is a power series in z and w, d(z, w) is also a power
series. Therefore, since a(z, w) is a finite sum of simple fields above and a power
series, d(z, w) is a finite sum of fields and a power series. Hence it is a field. �

Now applying (23.1.1) to (23.0.1) we get:

: a(z)b(w) :=
N−1∑
j=0

(
a(w)(−1−j)b(w)

)
(z − w)j + (z − w)NdN (z, w)

And this gives us the complete OPE:

(23.1.2) a(z)b(w) =
∑

j≥−N

(
a(w)(j)b(w)

)
iz,w(z − w)−1−j + (z − w)NdN (z, w)

After some preliminary work we will apply this to

Γα(z)Γβ(w) = ε(α, β)iz,w(z − w)(α,β)Γα,β(z, w)

where:

Γα,β = eα+βzα0wβ0e
−

P
j<0

“
z−j

j αj+
w−j

j βj

”
e
−

P
j>0

“
z−j

j αj+
w−j

j βj

”
is a field in z and w. Note also that:

Γα,β(z, w)|z=w = Γα+β(w)

∂zΓα,β(z, w)|z=w =: αΓα+β(w) :

Exercise 23.3.

∂zΓα,β(z, w) =: α(z)Γα,β(z, w) :

∂n
z Γα,β(z, w)

n!
=

∑
k1+2k2+···=n

cn(k1, k2, . . . ) : α(z)k1
(
∂zα(z)

)k2
. . .Γα,β(z, w) :
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where cn are some numbers.5

Proof. Differentiate Γα,β(z, w) using the formula for derivative of products:

∂zΓα,β(z, w) = eα+β∂zz
α0wβ0e−

P
j<0

z−j

j αj+
w−j

j βje−
P

j>0
z−j

j αj+
w−j

j βj)+

+ eα+βzα0wβ0

(
∂ze

−
P

j<0
z−j

j αj+
w−j

j βj

)
e−

P
j>0

z−j

j αj+
w−j

j βj +

+ eα+βzα0wβ0e−
P

j<0
z−j

j αj+
w−j

j βj

(
∂ze

−
P

j>0
z−j

j αj+
w−j

j βj

)
=

= eα+βα0z
α0−1wβ0e−

P
j<0

z−j

j αj+
w−j

j βje−
P

j>0
z−j

j αj+
w−j

j βj +

+ eα+βzα0wβ0

∑
j<0

z−j−1αj

 e−
P

j<0
z−j

j αj+
w−j

j βje−
P

j>0
z−j

j αj+
w−j

j βj +

+ eα+βzα0wβ0e−
P

j<0
z−j

j αj+
w−j

j βj

∑
j>0

z−j−1αj

 e−
P

j>0
z−j

j αj+
w−j

j βj =

= (α0z
−1 +

∑
j>0

z−j−1αj)Γα,β(z, w) + Γα,β(z, w)

∑
j<0

z−j−1αj


= α(z)+Γα,β(z, w) + Γα,β(z, w)α(z)− =: α(z)Γα,β(z, w) :

The proof of the second part goes by induction. For n = 1 clearly the statement
holds. Assume that statement holds for some n. Then to prove that it holds for
n+ 1 it will be enough to show that for all tuples (li), such that

∑
li = n:

∂z : α(z)l1
(
∂zα(z)

)l2
. . .Γα,β(z, w) :=

=
∑

k1+2k2+···=n+1

bn(k1, k2, . . . ) : α(z)k1
(
∂zα(z)

)k2
. . .Γα,β(z, w) :

for some numbers bn(k1, k2, . . . ). We use the fact that ∂z is a derivation of
normal ordered product.

∂z : α(z)l1
(
∂zα(z)

)l2
. . .Γα,β(z, w) :=

=

∑
li≥1

li : α(z)k1(∂zα(z))k2 . . . ∂z

(
∂i

zα(z)
)
(∂i

zα(z)
)li−1

. . .Γα,β(z, w) :

+

+ : α(z)l1
(
∂zα(z)

)l2
. . . ∂zΓα,β(z, w) :

=

∑
li≥1

li : α(z)l1(∂zα(z))l2 . . .
(
∂i

zα(z)
)li−1 (

∂i+1
z α(z)

)li+1+1
. . .Γα,β(z, w) :

+

+ : α(z)l1+1 (∂α
z (z))l2 . . . . . .Γα,β(z, w) :

=
∑

k1+2k2+···=n+1

bn(k1, k2, . . . ) : α(z)k1
(
∂zα(z)

)k2
. . .Γα,β(z, w) :

5It can be shown cn = (k1!k2! . . . (1!)k1 (2!)k2 . . . )−1.
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�

Now we have:

Γα(z)Γβ(w) = ε(α, β)
∑

n∈Z+

∑
ki∈Z+

k1+2k2+···=n

cn(k1, k2, . . . )iz,w(z − w)(α,β)+n×

× : α(w)k1
(
∂wα(w)

)k2
. . .Γα+β(w) :

up to arbitrary order.

23.2. Remark. Note that exactly the same OPE hold for the ΓM
α (z), hence the n-th

product identity for Γα(z) corresponds to n-th products of ΓM
α (z). More generally,

to construct a VQ-module structure on M = V 1(h)⊗ Cε∗ [Q∗]:

Y M
(
(h1t−1−n1) . . . (hst−1−ns)⊗ eα, z

)
=

: ∂n1
z h1M (z) . . . ∂ns

z hsM (z)ΓM
α (z) :

n1! . . . ns!
we consider the space spanned by all these fields. This space is clearly ∂z invari-

ant. Moreover the complete OPE implies that this space is closed under all n-th
products. So this is a vertex algebra, hence M is a module over VQ. This in turn
completes the proof of Proposition 22.2.

Recall that M = ⊕µ∈Q∗ mod QVµ+Q, where Vµ+Q are irreducible VQ-modules.
All of them are positive energy modules provided that Q is a positive definite lattice.

23.3. Theorem. Assume Q is a positive definite integral lattice. Then:
(1) The VQ-modules Vµ+Q, µ ∈ Q∗ mod Q are all positive energy irreducible

VQ-modules.
(2) Any positive energy VQ-module is a direct sum of a finite number of them.

23.4. Definition. A vertex algebra with a Virasoro element is called rational if
it has finitely many positive energy irreducible modules and any positive energy
module is completely reducible.

Proof of 23.3. Let M be a VQ-module, then we have EndM -valued fields hM (z) =∑
n∈Z h

M
n z−1−n and ΓM

α (z) such that:

(1) [hM
m , h

′M
n ] = mδm,−n(h, h′).

(2) [hM
m ,ΓM

α (z)] = (α, h)zmΓM
α (z).

(3)

Γα(z)Γβ(w) = ε(α, β)
∑

n∈Z+

∑
ki∈Z+

k1+2k2+···=n

cn(k1, k2, . . . )iz,w(z − w)(α,β)+n ×

× : α(w)k1
(
∂wα(w)

)k2
. . .Γα+β(w) :

(4) ∂zΓM
α (z) =: αM (z)ΓM

α (z) :, since

∂zY
M (eα, z) = Y M (Teα, z) =: αMΓM

α (z) :

The same argument as we used for VQ shows that (2) implies:

Y M (1⊗ eα, z) := ΓM
α (z) = e−

P
j<0

z−j

j αM
j e−

P
j>0

z−j

j αM
j AM

α (z),

where AM
α (z) commutes with all hM

m , (m ∈ Z). As for VQ, formula (4) gives a
differential equation for AM

α (z):

z∂zA
M
α (z) = AM

α (z)αM
0
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The same argument as before shows that the only solution for this equation is
aαzαM

0 where aα is some fixed element of EndM . αM
0 commutes with LM

0 , since
[α0, L0] = 0. Since eigenspaces of L0 are finite dimensional we conclude that αM

0 is
a direct sum of operators in a finite dimensional space. Hence αM

0 = S +N where
N is the nilpotent part and S is the diagonal part (semisimple). Now we have

zαM
0 = zSzN = zSe(log z)N

and this is not a series in z unless N = 0, hence αM
0 is diagonal with integer

eigenvalues. We have then:

ΓM
α (z) = aαzαM

0 e−
P

j<0
z−j

j αM
j e−

P
j>0

z−j

j αM
j

Exercise 23.4. Derive from (2) (respectively, (3)) that:
(5) [hM

n , aα] = δn,0(α, h)eα.
(6) aαaβ = ε(α, β)aα+β.

Proof. If n = 0, hM
0 commutes with all αj , hence from (2):

[hM
0 ,ΓM

α (z)] = [hM
0 , aα]zαM

0 e−
P

j<0
z−j

j αM
j e−

P
j>0

z−j

j αM
j

= (α, h)aαzαM
0 e−

P
j<0

z−j

j αM
j e−

P
j>0

z−j

j αM
j

Canceling by zαM
0 e−

P
j<0

z−j

j αM
j e−

P
j>0

z−j

j αM
j we get [hM

0 , aα] = (α, h)aα.

If say n > 0, then hn commutes with all αj for all j > 0, in particular hn

commutes with e−
P

j>0
z−j

j αM
j , hence canceling by e−

P
j>0

z−j

j αM
j we can rewrite

(2) as:

(23.4.1) [hM
n , aαzαM

0 e−
P

j<0
z−j

j αM
j ] = (α, h)znaαzαM

0 e−
P

j<0
z−j

j αM
j

Now observe that e−
P

j>0
z−j

j αM
j = 1 + c1z

1 + c2z
2 + . . . . Compare the coefficients

at the zαM
0 in both sides of (23.4.1) to get:

[hM
n , aα] = 0

Similarly, [hM
n , aα] = 0 when n < 0.

For the second part we note that we can proceed as for EndV -valued fields to
see that if we denote:

Mα,β(z) = aα+βzαM
0 wβM

0 e
−

P
j<0

“
z−j

j αM
j + w−j

j βM
j

”
e
−

P
j>0

“
z−j

j αM
j + w−j

j βM
j

”
then by the same argument that we used for VQ, the field

Nα,β(z) = ε(α, β)iz,w(z − w)(α,β)Mα,β

gives the same OPE as the field Γα(z)Γβ(z):

Nα,β(z) = ε(α, β)
∑

n∈Z+

∑
ki∈Z+

k1+2k2+···=n

cn(k1, k2, . . . )iz,w(z − w)(α,β)+n ×

× : α(w)k1
(
∂wα(w)

)k2
. . . Nα+β(w) :
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Therefore, ΓM
α (z)ΓM

β (z) = ε(α, β)iz,w(z − w)(α,β)Mα,β(z). Hence:

aαaβzαM
0 wβM

0 iz,w(z − w)(α,β)e
−

P
j<0

“
z−j

j αM
j + w−j

j βM
j

”
e
−

P
j>0

“
z−j

j αM
j + w−j

j βM
j

”
=

= ε(α, β)iz,w(z − w)(α,β)Mα,β

Canceling we get aαaβ = ε(α, β)aα+β . �

Now (1), (5) and (6) tell us that we have a representation of the direct sum of
a commuting pair of algebras: one is the infinite dimensional Heisenberg algebra
H = ⊕n 6=0(htn) + C1, and the other one is the algebra U = Cε[Q] × h with the
action:

(23.4.2) [hM , aα] = (α, h)aα

Fact: Any positive energy module M over H is of the form:

V 1(h)⊗M0

where the action is trivial on M0: a(v ⊗m) = av ⊗m
We have a representation of U on M0 with diagonal action of h. Note that

from from (23.4.2) follows that aα shifts the h-weight by α. So M0 = ⊕λ∈h∗M
0
λ

(h-weight spaces) with aα : M0
λ → M0

λ+α. Moreover, aα are invertible operators,
so these maps are isomorphisms. Also, λ ∈ Q∗ since zα0 |M0

λ
= z(α,λ). Now it is

clear that M is a direct sum of modules Vµ+Q, and it is finite because it is positive
energy.

�

24. Integrable modules

Last time we proved that any v.a. VQ is a rational v.a. and the number of
irreducible modules is |Q∗/Q|. But if Q is a root lattice of type A, D or E, then
VQ ' V1(g) is the simple affine v.a. of level 1 associated to the simple Lie algebra
g of the corresponding type.

24.1. Theorem. Let k ∈ N, g a simple Lie algebra of type A, D or E, (·, ·) a
symmetric invariant bilinear form normalized such that (α, α) = 2 for any root
α. Then Vk(g) is a rational v.a. all of it’s irreducible modules are L(k, F ) where
F = F (λ) is a finite dimensional irreducible g-module with highest weight λ ∈ h∗

such that (λ, θ) ≤ k; where θ is the highest root.

24.2. Remark. The modules L(k, F ) are Integrable Modules; a module over
Vn(g) is called integrable if the chevalley generators e−αi

and eαi
act locally nilpo-

tently.

Proof. We know that this is true for k = 1.

Exercise 24.1. As we mentioned before, we can take tensor product of these mod-
ules, namely, if M1, . . . ,Mk are V1(g)-modules, then M1 ⊗ · · · ⊗Mk is naturally a
Vk(g) module. Indeed Vk(g) naturally embeds in V1(g)⊗k.

Proof. Let Mi be V1(g) modules, let a ∈ V k(g) and take any representative ā ∈
V (ĝ,F), also consider ã be the image in V1(g). We define then the M -valued field
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Y M (a, z) by the action on a basis:
(24.2.1)

Y M (a, z)⊗k
i=1 vi =

k∑
i=1

v1 ⊗ · · · ⊗ vi−1 ⊗ Y Mi(ã, z)vi ⊗ vi+1 ⊗ . . . vk vi ∈Mi

and extend this by linearity. It is clear that this field doesn’t depend on the choices
made since the center acts as scalar. Also it is clear that if we choose a = k then
we have ã = 1 hence (24.2.1) gives us:

Y M (k, z)⊗k
i=1 vi =

k∑
i=1

⊗k
i=1vi = k ⊗k

i=1 vi

To check that this is in fact a representation is straightforward and is the same
proof as the construction of the tensor product of vertex algebras in Lecture 12.
Hence we constructed a V k(g)-module structure on M . The maximal ideal in V k(g)
corresponds to the maximal ideal J in V 1(g) since it is given by the decomposition
with respect to the same virasoro element. Now since Mi is a V1(g)-module we
know J acts trivially and (24.2.1) gives us a Vk(g)-module structure. �

Any of the L(k, F ) is a submodule of the tensor product of integrable modules
of level 1 (in fact all but one can be taken to be L(1,C)). Hence all integrable
ĝ-modules of level k are Vk(g)-modules.

The next step is to prove that if L(k, F ), where F = F (λ) is a Vk(g)-module,
then (λ, θ) ≤ k. Indeed Vk(g) ' L(k,C) as a ĝ-module. Let eθ, e−θ ∈ g be the
root vectors such that (eθ, e−θ) = 1, so that [eθ, e−θ] = θ ∈ h∗ ' h. Let eα0 =
e−θt, e−α0 = eθt

−1, hα0 = K−θ. Let eαi
, e−αi

and hαi
be the Chevalley generators

of g. Then eα0 , e−α0 and hα0 form an sl2-triple, moreover, the {eαi , e−αi , hαi}
with i = 0, . . . , n are Chevalley generators for ĝ. Clearly eα0 |0 >= 0, hα0 |0 >=
k|0 >. We claim that ek+1

−α0
|0 >= 0. Indeed this vector is killed by eα0 by the sl2

representation theory. It is also killed by all eαi clearly (since θ is the highest root
of g). Hence if this vector isn’t zero, it would be a singular vector and hence the
representation would not be irreducible.

Hence

0 = Y (ek+1
−α0

|0 >, z)
= Y

(
(eθt

−1) . . . (eθt
−1)|0 >, z

)
= Y (eθt

−1, z)k+1 ⇒ Y (eθt
−1, z)

= 0

And we are done.
As an alternative proof we let first k = 1. Why Y

(
(eθt

−1)|0 >, z) = Γθ(z) = 0?
From the OPE we have:

Γθ(z)Γθ(w) = ±(z − w)(θ,θ)Γθ,θ(z, w)

Hence letting w → z we get Γθ(z)2 = 0. Similarly ΓM2

θ = 0. But level k modules
occur in k-fold tensor product, hence Γα(z)k+1 = 0, since in at least one factor we
have Γ2

α = 0. The same should hold in any Vk(g)-module M , i.e.

Y
(
(eθt

−1)|0 >, z
)

= 0.
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But this is nothing else than:

Y
(
(eθt

−1)|0 >, z) = eθ(z) =
∑
n∈Z

(eθt
n)z−1−n

Hence in any Vk(g)-module we have eθ(z)k+1 = 0. Now writing down the coefficient
of z−s−k, we get

(24.2.2)
∑

n1+···+nk=s
ni∈Z

(eθt
n1) . . . (eθt

nk) = 0.

A particular case of this relation is when s = −k − 1 and we let vλ,k be the
highest weight vector of L(k, F ). Then (eθt

n)vλ,k = 0 for n ≥ 0. Therefore in the
sum (24.2.2) we see that if any factor has ni < 0 then there exists another nj > 0
and the only element that survives is

(eθt
−1)k+1vλ,k = 0

And now by the sl2 theory we conclude that (λ, θ) ≤ k.
We have to check now complete reducibility, and this in turn follows from the

following fact of representation theory of ĝ: If M is a p.e. ĝ-module such that
any irreducible sub-quotient is integrable, then M is a direct sum of integrable
ĝ-modules. �

Question: How to list all integrable g-modules of level k?
For this we take the Dynkin diagram of g, and label each vertex with a natural

number ai such that θ =
∑
aiαi. All highest weight of integrable modules are

given by assigning a non-negative integer to each vertex such that
∑
kiai = k, then

λ =
∑
aiωi (where ω0 = 0, and ωi are the weights of level 1).

Now consider the simple Virasoro v.a. Vc.

24.3. Theorem. Vc is rational if and only if c = 1− 6(p−q)2

pq , where p, q ≥ 2 and they

are coprime. All of its irreducible modules are L(cp,q, h), where h = (pr−qs)2−(p−q)2

4pq

and 1 ≤ r ≤ q − 1, 1 ≤ s ≤ p− 1.

The simplest non-trivial case is c3,4 = 1/2 and the values of h are 0, 1/2 and 1/16.
In order to construct this modules we use the free fermion space F 1, the universal
enveloping vertex algebra of one free fermion φ ([φλφ] = 1) and φ is odd. The cor-
responding Virasoro element L =: ∂φφ : has central charge 1/2, also we know that
φ is primary of conformal weight 1/2, so we write φ(z) =

∑
n∈1/2+Z φnz

−n−1/2, and
the commutation relations read [φn, φm] = δm,−n and [L0, φn] = −nφn. Moreover,
F 1 has the basis φ−ns

. . . φ−n1 |0 > with 0 < n1 < · · · < ns. Define an hermitian
positive form H on F 1 by demanding this to be an orthonormal basis.

Exercise 24.2. with respect to this form we have:

φ∗n = φ−n,

L∗n = L−n.

And with respect to L0 we have F 1 =
∑

j∈1/2Z+
F 1

j , where we have F 1
0 = C|0 >

and F 1
1/2 = Cφ−1/2|0 >.
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Proof. It is enough to prove this for a basis of F 1. For this consider a sequence
of natural numbers 0 < n1 < n2 < · · · < ns, and denote v = φ−ns . . . φ−n1 |0 >.
Similarly let w = φ−mr

. . . φ−m1 |0 >.
Now let n > 0 and suppose n 6∈ {ni} then we can commute φn to the right to

get φnv = 0. On the other hand, suppose that n 6∈ {mi}, in this case φ−nw 6= 0
and by the definition of H we know (v, φ−nw) = 0. If on the contrary, n ∈ {mi}
then we have φ−nw = 0 and again (v, φ−nw) = 0. If n = nj then we commute φn

to the right in the expression of φnv to get

φnv = φ−ns . . . φnφ−nj . . . φ−n1 |0 >
= φ−ns . . . (1 + φ−njφn) . . . φ−n1 |0 >
= φ−ns

. . . φ−nj+1φ−nj−1 . . . φ−n1 |0 >

Now, as above, if n ∈ {mi} then clearly we have by the definition of H,
(φnv, w) = 0, moreover, in this case φ−nw = 0 and hence we get (v, φ−nw) = 0.
On the other hand, if n 6∈ {mi} then we have φ−nw 6= 0. Again, by the definition
of H we (φnv, w) = 1 if and only if we have s = r + 1 and the sequence {ni} is
equal to {mi} ∪ n. In this case we clearly have φ−nw = v hence we get in general

(φnv, w) = (v, φ−nw) ⇒ φ∗n = φ−n

The case n < 0 is treated exactly in the same way.
For Ln note that

L∗n =

(∑
i

: φiφn−i :

)∗
=
∑

i

: φ∗n−iφ
∗
i :

=
∑

i

: φi−nφ−i :

=
∑

i

: φiφ−n−i :

= L−n

The rest of the statement is obvious and we did it in lecture 13. �

With respect to the virasoro algebra we have the decomposition: F 1 = F 1
even ⊕

F 1
odd and since the virasoro element contains only quadratic terms these spaces

are invariant. Moreover, these spaces are irreducible with respect to Virasoro, and
F 1

even = V1/2, F 1
odd ' L(1/2, 1/2). Indeed, the only thing that we have to prove

is that these are irreducible modules over Virasoro. But one knows that the only
irreducible representations of Vir (with c = 1/2) are L(1/2, 0), L(1/2, 1/2) and
L(1/2, 1/16). Now if either of F 1

even or F 1
odd is reducible then we get a submodule

L(1/2, h) with h ≥ 1, which be know is absurd.

25. Twisting procedure

Let R be a Lie conformal (super)algebra. Fix an additive subgroup Z ⊂ Γ ⊂ C.
A Γ-gradation of R is a decomposition in a direct sum of C[∂]-modules:

R = ⊕ᾱ∈Γ/ZRᾱ [Rᾱ λRβ̄ ] ⊂ Rᾱ+β̄
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25.1. Example. R = R0̄ + R1̄ is a Lie conformal (super)algebra. We have the
Ramond 1

2Z/Z-gradation (Γ = 1
2Z) identifying 1

2Z/Z with Z/2Z.

25.2. Example. If σ is an automorphism of R such that σN = 1 then we have a
1
N Z/Z-gradation, where

RJ̄ = {a ∈ R|σ(a) = e2πiᾱa}

We associate to this data a twisted formal distribution Lie (super)algebra LietwR
as follows:

R[tΓ] = R⊗ C[tα|α ∈ Γ]

Rtw[tΓ] = ⊕α∈Γ(Rᾱ ⊗ tα)

it is a C[∂] and C[∂t]-submodule. We let LietwR = Rtw[tΓ]/(∂ + ∂t)Rtw[tΓ] with
the usual bracket (where a(n) = atn)

(25.2.1) [a(m), b(n)] =
∑
j≥0

(
m

j

)
(a(j)b)(m+n−j),

where

a ∈ Rᾱ ,m ∈ ᾱ+ Z
b ∈ Rβ̄ , n ∈ β̄ + Z

Exercise 25.1. This is a well defined Lie algebra. The corresponding twisted formal
distributions are a(z) =

∑
n∈ᾱ+Z a(n)z

−1−n.

The fact that the Lie bracket satisfies the skew symmetry and Jacobi Indentities
is proved as before (see proof of proposition 3.3). To see that the Lie bracket is
well defined, let (∂ + ∂t)atα be a homogeneous element in the ideal, and calculate

[(∂ + ∂t)atα, btβ ] = [∂atα, btβ ] + [αatα−1, btβ ] = [−αatα−1, btβ ] + [αatα−1, btβ ] ∈ I

By skew-symmetry, [btβ(∂ + ∂t), atα] ∈ I.

25.3. Example. R = C[∂]g, σ and automorphism of order N of g,

g = gj∈Z/NZ → L(g, σ) =
∑
j∈Z

gj̄t
j

is the twisted affine Lie algebra. Our general construction gives in this case for
a ∈ gᾱ, b ∈ gβ̄ , and ᾱ, β̄ ∈ (N−1Z)modZ, we have:

[am, bn] = [a, b]m+n m ∈ ᾱ+ Z n ∈ β̄ + Z.

25.4. Theorem. Up to isomorphism, L(g, σ) depends only on the connected com-
ponent of Aut(g) containing σ.

25.5. Example. Let R = C[∂]φ + C, [φ, φ] = 1. This is the usual Lie conformal
(super)algebra of 1 free fermion. We take V1(R) be the vertex algebra of the free
fermion. We have L(z) = 1

2 : ∂φφ :=
∑

n∈Z Lnz
−n−2. The central charge is c = 1

2 ,
and the commutation relations read:

φ(z) =
∑

n∈ 1
2+Z

φ−n−1/2
n ; [φm, φn] = δm,−n m,n ∈ 1

2
+ Z
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Consider now the Ramond twisted fermion:

φtw =
∑

n∈ 1
2+Z

φtw
(n)z

−1−n =
∑
n∈Z

φtw
n z−n−1/2

and the commutation relations are:

[φtw
m , φtw

n ] = δm,−n, m, n ∈ Z

Recall that Ucomp(LieR) contains fields a(z) for a ∈ R which generate a v.a.,
hence they obey the Borcherd’s identity, which holds for any indices m,n, k ∈ Z.
Hence the same identities holds for twisted fields:∑

j∈Z+

(
m

j

)(
a(n+j)b

)tw
(m+k−j)

c =

=
∑

j∈Z+

(−1)j

(
k

j

)(
atw
(m+n−j)(b

tw
(k+j)c)− (−1)nbtw(m+k−j)

(
atw
(m+j)c

))
Where a ∈ Rᾱ, m ∈ ᾱ+ Z and n ∈ Z. We have also the special cases

(1) n = 0 and we get the commutation relations (25.2.1).
(2) m = α, n = −1, and we get the following:∑

j≥0

(
α

j

)(
a(z)(j−1)b(z)

)tw
z−j =: a(z)twb(z)tw :

where the normally ordered product is defined in the usual way, the only
thing we have to say is which is the negative and positive part. For this
we define atw(z)− =

∑
j∈α+Z+

atw
(j)z

−1−j and the positive part is defined
similarly.

Now we consider the twisted Virasoro algebra:

Ltw(z) =
1
2

: ∂φφ :tw= L(z)

is the usual virasoro Algebra with c = 1
2 . Consider the field 1

2 : ∂φ(z)twφ(z)tw :
and α = 1

2 . By (2) above we get:

1
2

: ∂φ(z)twφ(z)tw :=
1
2
(
∂φ(z)(−1)φ(z)

)tw +
(
∂φ(z)(0)φ(z)

)tw
z−1+

+
1
2

(
1/2
2

)(
∂φ(z)(1)φ(z)

)tw
z−2 + . . .(25.5.1)

And now noting

[∂φ(n)φ] = 0 n > 1

[∂φ(1)φ] = −1

[∂φ(0)φ] = 0

hence we get replacing in (25.5.1)

1
2

: ∂φ(z)twφ(z)tw :=
1
2
(
∂φ(z)(−1)φ(z)

)tw − 1
2

(
1/2
2

)
z−2

And therefore we get:
1
2

: ∂φ(z)twφ(z)tw := Ltw(z) +
1

16z2



VERTEX ALGEBRAS 123

Hence the twisted Virasoro satisfies:

Ltw(z) =
1
2

: ∂φtw(z)φtw(z) : − 1
16z2

And in particular

L0 =
1
4
φtw2

0 +
∑
n≥1

(n+
1
2
)φtw
−nφ

tw
n − 1

16

L0 =
∑
n≥1

(n+
1
2
)φtw
−nφ

tw
n +

1
16

[L0, φ
tw
n ] = −nφtw

n n ∈ Z
We can prove now that the Ramond twisted fermion has a unique irreducible module
with basis:

F tw =< φ−ns . . . φ−n1 |0 >> 0 ≤ n1 < n2 < . . . , ni ∈ Z
Hence we have a positive definite Hermitian for such that φ∗n = φ−n, hence L∗n =
L−n. Note also that < 0|φ2

0|0 >= 1
2 . And we get:

F tw = F tweven + F twodd

and the lowest eigenvalue of L0 is 1
16 .

25.6. Theorem. Both are irreducible V ir-modules isomorphic to L( 1
2 ,

1
16 ), hence

L( 1
2 ,

1
16 ) is a unitary module.
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